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1. Interstellar 
molecules 



Molecular clouds 
the early phase of star formation 

¡ Ultra high-vacuum 

 n ~ 104 cm-3   
 (P~ 10-13 mbar !) 

¡ Cold 

 T ~10 K 

¡  Ionized 

 ξ(H2) ~ 10-17 s-1 

 xe ~10-8 



The periodic table for Astronomy 



Interstellar chemistry in a nutshell 

¡ H + H + grain à H2 + grain 

¡ CR + H2 à H2
+ + CR’ 

¡ H2
+ + H2 à H3

+ + H 

¡ C + H3
+ à CH+ + H2 à … e-, H2 … à CH, CH4 

¡ O + H3
+ à OH+ + H2 à … e-, H2 … à OH, H2O 

¡ N+ + H2 à NH+ + H   à … e-, H2 … à NH, NH3 



Interstellar molecules 

Credit: Agundez & Wakelam,Chem. Rev. 2013  

central temperatures below 10 K. Those prestellar cores can
present some complex radial motions such as oscillations.18,19

Our view of the physical structure of prestellar cores has been
largely improved by the recent observations with the Herschel
space telescope.20−22 Other previously identified dense clouds
have revealed the presence of infrared (IR) sources inside these
clouds, i.e., embedded young stellar objects.23 For the sake of
simplicity and because we focus on the chemistry in this paper,
we will use the definition of cold dense clouds by Mayer and
Benson,24,25 who determined mean physical properties with
temperatures of 10 K and densities of a few 104 cm−3.
Among the first ideas proposed by the early 1970s to explain

the formation of the different molecules that were by that
epoch being discovered in space there were formation through
gas-phase binary reactive collisions, formation on the surface of
dust grains, and formation in stellar atmospheres and further
ejection to the interstellar medium.26 This latter explanation
was definitively rejected as an important source of interstellar
molecules on the basis of the difficult survival of molecules to
interstellar ultraviolet photons during such a long journey. On
the other hand, the two former mechanisms are still today the
most widely accepted and constitute the basis of interstellar
chemistry. The pioneering contributions to the subject by Bates
and Spitzer,27 Watson,28−30 and Herbst and Klemperer31

identified various key aspects of the chemistry of cold dense
clouds:
(1) Hydrogen is mainly in molecular form, for which the

only efficient formation mechanism is the recombination of
hydrogen atoms on the surface of dust grains.
(2) The chemistry is initiated by cosmic rays which, unlike

ultraviolet photons, can penetrate inside the cloud and ionize
H2 and He. Once H2

+ is formed, it is immediately converted
into H3

+ by the reaction

+ → ++ +H H H H2 2 3 (1)

which is very exothermic (∼1.7 eV) and fast.
(3) The H3

+ ion is the key species that initiates the chain of
chemical reactions synthesizing most of the molecules in dark
clouds. Molecular hydrogen having a proton affinity of 4.4 eV,
i.e., lower than those most of the molecules and atoms, H3

+

behaves as a kind of universal proton donor in reactions of the
type

+ → ++ +H X XH H3 2 (2)

where the protonation of the neutral species X renders it
chemically activated (XH+ is generally more reactive than X) so
that it can participate more easily in different types of chemical
reactions.
(4) The very low kinetic temperatures in interstellar clouds,

just a few degrees above the 2.7 K cosmic background in cold
dense clouds, imply that only chemical reactions that are
exothermic and occur without any activation barrier can play a
role. Ion−neutral reactions were identified as the main type of
reactions able to meet these conditions and to carry out most of
the chemical synthesis.
The theoretical framework proposed by Watson, Herbst, and

Klemperer to explain the formation of molecules in cold dense
clouds was found to be very satisfactory and is still nowadays
valid in its main points. In addition to the gas-phase formation
pathways, a special interest in chemical reactions occurring on
the surface of dust grains existed from the very beginning of
interstellar chemistry, mainly due to the need to explain the
formation of the most abundant interstellar molecule, H2

32,33

(see the review by Vidali34 in this issue), but also aimed at
explaining the presence of saturated molecules such as H2O,
NH3, and more complex species in warm molecular clouds
within so-called hot cores35,36 (see the reviews by Garrod and

Table 1. Molecules Detected in Interstellar and Circumstellar Media (July 2013)a

aThe table includes different isomers (e.g., HCN and HNC) but not different isotopologues (e.g., H2O but not HDO). Ions are highlighted in red. c
stands for cyclic species. A question mark stands for tentative detection. The table was constructed from The Astrochymist47 and the Cologne
Database for Molecular Spectroscopy48 Web sites.

Chemical Reviews Review

dx.doi.org/10.1021/cr4001176 | Chem. Rev. 2013, 113, 8710−87378711



Microwave observations 
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Radiative transfer 

¡  RT equation 

¡  Statistical equilibrium 

¡  Excitation temperature 

¡ Antenna temperature 

      with 

to the source intensities. This fact that the inferred temperature is just a
lower limit to the actual source brightness is called beam dilution. One could
quantify this with a beam filling factor but we prefer

Tmb ≤
c2

2ν2k
I source
ν

or
Tmb ≤ TR,

where for a resolved source the equal sign holds and TR is the Rayleigh–
Jeans equivalent radiation temperature. Notice that the the Rayleigh–Jeans
approximation is implicitly made above. So even in the regime where it
does not hold, you will still get a RJ equivalent radiation temperature at the
telescope. After we have discussed radiative transfer we will get back to this
TR and discuss its relation with the brightness temperature and the physical
temperature of the emitting medium.

2.3 Radiative transfer

The fact that Iν is constant along the line of sight makes it very easy to write
radiative transfer in terms of intensity.

dIν

ds
= −αν(�r)Iν + jν(�r)

Other notations use for αν (the absorption coefficient in cm−1) κν (=αν/ρ in
cm2 gr−1, with ρ the mass density in gr cm−3). Both are frequently expressed
as αν = niσν where σν is the absorption cross section in cm2. Instead of jν

one often finds �ν , the (volume) emission coefficient. Note that here it has
already been assumed that the spontaneous emission is isotropic, i.e. does
not depend on the direction we are studying. This is OK for spectroscopic
purposes.

We can rewrite this equation by defining the optical depth dτν = α(�r)ds
so that we can calculate the optical depth at a point s along the ray as

τν(s) =
� s

s0

α(s�)ds�.

Here optical depth is measured along the ray. Sometimes the minus sign
of the radiative transfer equation is incorporated in the definition of τν and
then the optical depth is measured from the observer. For the τν over the
total depth of the source there is of course no difference.
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3 Solving radiative transfer problems

3.1 Statistical equilibrium

The radiative transfer equation has been given in the last section, so the

only problem left now is to specify some ni to plug into the radiative transfer

equation. This is where the problems arise. In principal we can write down

the equation for statistical equilibrium; this is now just bookkeeping in which

state our molecules (or atoms) are.

Before doing so, let’s discuss collision rates. The rates Cij are the col-

lision rates per second per molecule of the species of interest. They must

depend on the density of the collision partner, so they can be expressed as

Cij = Kijncol
, where ncol

the density of the collision partner is, often H2.

The collisional rate coefficients Kij (in cm
3

s
−1

) are the velocity-integrated

collision cross sections, and depend on temperature through the relative ve-

locity of the colliding molecules and possibly also through the collision cross

sections directly.

The collision rates obey the so-called detailed balance relations, which

are the ‘collisional analogs’ to the Einstein relations. For a two-level system

in thermodynamic equilibrium,

n1C12 = n2C21

If we plug in the Boltzmann distribution for n1 and n2 with the appropriate

statistical weights we find

C12 =
g2

g1
C21e

−∆E
kT .

Since the Kij are microscopical constants this relation must also hold in cases

out of equilibrium.

Now we can write the statistical equilibrium down for the two level case

(2,1).

dn1

dt
= −n1(B12J̄ + C12) + n2(A21 + B21J̄ + C21)

dn2

dt
= n1(B12J̄ + C12)− n2(A21 + B21J̄ + C21),

where J̄ is Jν integrated over φ(ν), and Jν is the average Iν over the whole

4π steradian. To solve this we thus need to know the radiation field which

was what we were after in the first place.

This problem can be solved, usually with some simplifying assumptions.

I will discuss the escape probability method and the LTE assumption.

8

With the expressions for jν and αν one can write the source function in
terms of Einstein coefficients:

Sν =
A21

B21

1
n1g2

g1n2
− 1

.

We can define an excitation temperature which characterizes the ratio of
n1/n2:

n2

n1
=

g2

g1
e
− hν

kTex

Taking this definition, the source function becomes

Sν = Bν(Tex),

which makes an easy interpretation possible. Here Bν(T) is the blackbody
radiation field at temperature T :

Bν(T ) =
2hν3

c2

1

ehν/kT − 1
.

The general solution for a homogeneous medium is

Iν = Bν(Tex)(1− e−τν ) + Ibg
ν e−τν .

Insight can be obtained from the expression in the Rayleigh–Jeans approxi-
mation:

TR

dτν
= −Tbg + Tex.

I use the term TR here, the radiation temperature and reserve TB, brightness
temperature, for Iν = Bν(TB), so only when the Rayleigh–Jeans approxima-
tion is accurate, TB = TR. A very simple transparent form is possible in a
homogeneous medium

TR = Tex(1− e−τν ) + Tbge
−τν

One should realise that the excitation temperature describes only this single
transition. In the case of thermal equilibrium, the n1/n2 population ratio is
set by the Boltzmann function and the source function is the Planck function
at Tkin.

7
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the detected lines have upper levels below 10 K. Examples of spectral features are illustrated

in Fig. 4 for both emission and absorption lines. The authors encourage the reader to

obtain the full set of spectral line data used in this analysis from the PRIMOS website.

4. Non-LTE calculations

Radiative transfer calculations were performed with the RADEX code (?), using the

Large Velocity Gradient (LVG) approximation for a uniform expanding sphere. The RADEX

LVG code was employed to compute the line excitation temperatures (Tex) and opacities (τ)

for a given column density (Ntot), kinetic temperature (Tkin) and density of H2 (n(H2)). The

two symmetries A-HCOOCH3 and E-HCOOCH3 were treated separately and we included

65 rotational levels for both species, with the highest energy level (92,8) lying at 28.8 K

above the ground state. Grids of models were computed for kinetic temperatures of 5–30 K

(as constrained by the collisional data), column densities between 1012 and 1016cm−2 and

H2 densities in the range 10–107 cm−3. The line width (FWHM) was fixed at 10.0 kms−1,

as deduced from the PRIMOS spectrum.

For each line in the range 1–49 GHz, the solution of the radiative transfer equation was

expressed as the antenna temperature:

∆T ∗
a = [Jν(Tex)− Jν(Tcmb)− Tc](1− e−τ ), (4)

where Jν(T ) = (hν/kB)/(ehν/kBT − 1), ν is the frequency of the transition, Tex and τ are the

excitation temperature and opacity computed by RADEX, Tcmb =2.725 K is the temperature

of the (local) cosmic microwave brackground and Tc is the main beam background

continuum temperature of Sgr B2(N), as measured by the GBT, which varies from ∼95 K

at 1.6 GHz down to ∼1.2 K at 49 GHz. This latter was shown to have a gaussian source

size of ∼143” at 1 GHz that decreases with increasing frequency as ν−0.52 (?).
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¡ Tex = Tkin   Local thermodynamical equilibrium 

¡ Tex = Trad   Radiative equilibrium 

¡ Tex < Tkin   sub-thermal excitation 

¡ Tex < 0   population inversion (maser) 

¡ Tex < Trad   anti-inversion (cooling) 

Excitation temperature 



2. Molecular 
excitation 



Molecular energy transfer 
at low energy (Ec <100 cm-1) 

van der Waals  
complex 

2.6 mm radiation (1 à 0 ) 



Theoretical framework:  
Born-Oppenheimer approximation 

¡  Solve the « electronic » 
Schrödinger equation 
¡  CCSD(T)  

¡  Quadruple zeta basis set 

¡  BSSE correction 

¡  Solve the nuclear motion 
¡  Close-coupling expansion 

¡  S-matrix 

¡  Cross sections, rate coefficients 

of the H2O–D2 isotopologue will provide a further check of the
quality of the H2O–H2 potential surface. Here, we present
experimental data from infrared spectroscopy for this isotopo-
logue. Furthermore, we generated a 5D intermolecular potential
specifically for H2O–D2, either by averaging the 9D potential of Val-
iron et al. [16] over the vibrational ground state wave functions of
H2O and D2, or by freezing H2O and D2 at their vibrationally aver-
aged geometries. Both of these 5D potentials were used in accurate
calculations of the rovibrational levels of H2O–D2, which were then
compared with the spectroscopic data.

The organization of this paper is as follows. Section 2 describes
the 5D potential surface for H2O–D2 and the way it was obtained
from the 9D H2O–H2 potential of Valiron et al. Section 3 outlines
the method applied to calculate the bound states of H2O–D2 on this
potential. Section 4 describes the measurements. In Section 5 we
present and discuss the calculated results and compare them with
the spectroscopic data. Our conclusions are given in Section 6.

2. Potential surface

A potential surface (PES) for H2O–H2 that includes all nine inter-
nal degrees of freedom was calculated ab initio by Valiron et al.
[9,16] with the use of the CCSD (T)-R12 method (coupled-cluster
with singles, doubles, and perturbative triples, explicitly corre-
lated). This PES is independent of the nuclear masses and can be
employed for any pair of water–hydrogen isotopologues in various
vibrational states. A number of rigid-rotor, five dimensional, PES’s
have been obtained so far from the full dimensional PES in the two
following ways: either by averaging the 9D potential over vibra-
tional wave functions of H2O and H2 [9,16] or by fixing the internal
geometry of the monomers at their vibrationally averaged ground
state values, as done for HDO–H2 [15], D2O–H2 [14], and D2O–D2

[6]. In the case where both H2O and H2 are in their ground vibra-
tional states, Valiron et al. have shown that the rigid-rotor PES at
the average vibrational ground state (VGS) geometries is in very
good agreement with the explicitly vibrationally averaged poten-
tial (VAP). The corresponding effects on scattering cross sections
were examined by Scribano et al. [14]; the VGS and VAP potentials
were shown to provide very similar cross sections, even at collision
energies below 1 cm!1. We note that the high accuracy of the PES
of Valiron et al. has been confirmed recently by a number of com-
parisons between theory and experiment including inelastic differ-
ential cross sections [5], pressure broadening cross sections [4,13],
elastic integral cross sections [6], and the spectrum of the complex
[18,19].

In the present work, the rigid-rotor 5D PES of H2O–D2 was
obtained both by explicitly averaging the 9D potential over the
ground state vibrational wave functions of H2O and D2 (VAP poten-
tial) and by fixing H2O and D2 at their internal vibrationally aver-
aged ground state geometries (VGS potential). It should be noted
that the non-rigid-rotor part of the 9D H2O–H2 potential of Valiron
et al. was constructed as a correction, d9D, to a rigid-rotor PES, see
Eq. (1) of Valiron et al. [16]. This vibrational correction depends on
the inter- and intramolecular coordinates and was expanded as the
product of angular functions and first- and second-order Taylor
polynomials, as expressed in Eqs. (12) and (13) of Ref. [16]. Here,
d9D was both explicitly averaged and evaluated at the averaged
geometries of the monomers. For the VAP potential, the H2O vibra-
tional ground state wave function was taken from Polyansky et al.
[30] while the D2 wave function was computed using the Fourier
Grid Hamiltonian (FGH) method [31,32] based on the H2 potential
of Schwartz and Le Roy [33]. For the VGS potential, the averaged
geometries were determined from the employed wave functions,
resulting in rOH = 1.843a0, HOH = 104.41! and rDD = 1.435a0. The
VGS potential is probably less accurate than the VAP potential,

but we used both potentials in the computation of the rovibra-
tional levels, for comparison.

Finally, both 5D potentials were expressed as a 149 term angu-
lar expansion, as explained by Valiron et al. [16]. The expansion
functions are coupled spherical harmonics in the polar angles of
the vector R that points from the center of mass of the H2O mono-
mer to that of D2 and the polar angles of the D2 axis. These angles
are defined with respect to a frame fixed to the H2O monomer with
the z axis parallel to the C2 symmetry axis and the xz plane parallel
to the plane of the molecule. These polar angles are not the same as
the body-fixed (BF) angular coordinates used in the rovibrational
level calculations; the z axis of the BF frame is parallel to the inter-
molecular vector R. It was explicitly derived in Ref. [19] that one
can analytically transform the angular expansion functions of the
potential to the corresponding angular functions in our BF coordi-
nates and directly use the R-dependent coefficients in the expan-
sion of the potential to compute the matrix elements of the
Hamiltonian in our BF basis.

A view of the potential for planar geometries is shown in Fig. 1.
The angles bH2O and bD2

are the polar angles of the H2O symmetry
axis and D2 bond axis in the BF frame. The global minimum corre-
sponds to a planar geometry with C2v symmetry, see Fig. 1(a) of
Ref. [19], at bH2O ¼ 0# and bD2

¼ 0# or 180!. There is also a metasta-
ble non-planar structure, a local minimum, with bH2O ¼ 119# and
bD2

¼ 90# and dihedral angle a = 90!. The potential valley that
gradually rises from the global minimum to the planar structure
with a = 0! near to the local minimum can be clearly seen in
Fig. 1. The potential is similar to the potential of H2O–H2 illustrated
in Fig. 2 of Ref. [19], both minima occur for practically the same
geometries as the global and local minimum in the H2O–H2 poten-
tial, but they are slightly shallower. The global minimum in the
VAP potential for H2O–D2 corresponds to a binding energy
De = 232.12 cm!1, while De = 235.14 cm!1 for the VAP potential of
H2O–H2; the center-of-mass distance Re is 5.82a0 in both poten-
tials. The local minimum has De = 197.30 cm!1 instead of
De = 199.40 cm!1 for the H2O–H2 potential; its geometry is shown
in Fig. 1(b) of Ref. [19]. For the VGS potential of H2O–D2 the values
of De for the global and local minimum are 232.68 and
199.64 cm!1. Both of these geometries may be considered as

Fig. 1. View of the 5D potential surface (in cm!1) for planar geometries with R
optimized to find the energy minimum for all angles. A potential value of zero
implies that it is repulsive for all values of R. The angles bH2O and bD2

are the polar
angles of the H2O symmetry axis and D2 bond axis in the BF frame.

A.van der Avoird et al. / Chemical Physics 399 (2012) 28–38 29

Credit: van der Avoird et al. Chem. Phys.  2010 



When theory untangles experiment 

nate formalism. Details of the calculations are the
same as in (10). In particular, for ortho-H2 we
used the angular basis set taking into account the
j1 = 1 and j1 = 3 dependence. Several of the
measured lines involve resonances lying above

the dissociation limit, and their identification was
a major part of our calculations. The energy zero
is taken with para-H2 and CO in their ground
states at infinite separation, so that the dissocia-
tion threshold for ortho-H2-CO is Eortho

thr ¼ 2B =

118.644 cm−1 (i.e., the j1 = 1 energy), where B is
the H2 rotational constant (19). The discrete en-
ergy levels aboveEortho

thr represent either resonance
or continuum states. The former can be identified
by their stability with respect to changes of var-

Fig. 1. Comparison of experimental and theoretical infrared spectra of ortho-H2-
CO. The theoretical spectra are calculated from the V0 and V1 surfaces at T= 49 K.
The strongest calculated transition is set to an intensity of 1; only transitions stronger
than 0.01 are shown. Solid lines indicate calculated transitions between two bound

states, whereas dashed lines are used if at least one of the states is a resonance.
Asterisks indicate CO monomer lines. Transition energies are given relative to the
transition energy of 2143.272 cm−1, the v = 1 ← 0 vibrational frequency of the
isolated CO monomer. The shaded regions are discussed in the text.

1 JUNE 2012 VOL 336 SCIENCE www.sciencemag.org1148
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resolved peaks (a, b, and c), with no observable
difference for the collision partners para-H2 or
normal-H2. The excitation function also appears
unusual for a molecular collision process. The O2

(N = 1, j = 0 → N = 1, j = 1) transition violates
the propensity rules in rotationally inelastic
collisions of diatomic molecules in 3S electronic
states (10). Thus, normal scattering cannot occur.
Scattering can only arise from resonances, and
the three observed peaks are proof of this reso-
nance behavior.

To gain insight into the resonance structure,
we performed full quantum close-coupling scat-
tering calculations by using a four-dimensional
ab initio PES treating O2 and H2 as rigid rotors,
which had been recently obtained by the coupled
cluster method while using single and double
excitation with perturbative contributions from
connected triple excitations and large sets of
atomic basis orbitals (16). Because the well depth
of the PES strongly affects the energy, width, and
intensity of the scattering resonances, we per-
formed additional electronic structure calcula-
tions at a higher level of theory to obtain a better

description of this critical parameter (fig. S1)
(13). We estimated that 5% of the interaction en-
ergy was missing in the potential well. Therefore,
we scaled the global PES by a factor of 1.05. A
previous theoretical study on O2–H2 inelastic scat-
tering neglecting the fine structure showed that
rotation of H2 has almost no influence on the
magnitude of the cross sections, including the
resonances (16). We thus restricted the calcu-
lations to the j = 0 level of H2 (i.e., the PES was
averaged over H2 rotations), considering that
our results should also be valid for H2 ( j = 1). For
the scattering calculations, we solved the quantal
coupled equations in the intermediate coupling
scheme by using the MOLSCATcode (17) mod-
ified to take into account the fine structure of the
O2 energy levels (18, 19). Cross sections were
obtained up to ET = 50 cm–1 on a 0.05-cm–1 grid.
The results are presented in Fig. 1B for partial
waves J = 1 to 7, which contribute at the colli-
sion energies sampled in the experiment. The
theoretical ICSs convoluted with the experi-
mental collision energy spread are also reported
in Fig. 1A.

The agreement between experiment and the-
ory in Fig. 1 is very good. The convoluted theoret-
ical curve reproduces well the position and width
of the three experimental peaks. The experimen-
tal excitation function falls almost to zero at ET =
20 cm–1, which indicates a negligible contribution
of collision energy transfer in the final observed
state N = 1, j = 1 from N = 1, j = 2 residual pop-
ulation in the O2 beam (see also fig. S2) (13).
Furthermore, Fig. 2 demonstrates that inelastic
scattering with H2 ( j = 1) behaves the same as
with H2 ( j = 0), which justifies the theoretical
assumption made (vide supra).

A comparison of experimental and theoretical
data shows that each peak in the experimental
excitation function corresponds to an almost pure
partial wave: peak a to J = 2, peak b to J = 3, and
peak c to J=4.The contributions frompartialwaves
J = 1 and J > 4 and the overlaps between J = 2, 3,
and 4 remain marginal. To gain insight into the
nature of the peaks, we calculated adiabatic-bender
potentials (20) and searched for all van derWaals
stretch levels supported by these curves (21). The
levels are labeled as N, j, and l, where l is the
orbital angular momentum. Figure 3 shows the
J = 2 potential curve, which correlates with O2

(N = 1, j = 1) + H2( j = 0). This curve supports one
quasi-bound state at E1,1,2 = 4.36 cm–1, slightly
above the asymptotic value atE1,1 = 3.96 cm

–1 but
trapped below the centrifugal barrier. Tunneling
through the barrier thus gives rise to a shape (or
orbiting) resonance (5, 22). Another J = 2 curve,
which correlates with the asymptotically closed
channel O2 (N = 3, j = 4) + H2( j = 0) at E3,4 =
16.39 cm–1, furnishes a different scenario. The
O2–H2 complexes are temporally trapped in the
bound state at E3,4,4 = 6.19 cm–1 before disso-
ciating to O2 (N = 1, j = 1) + H2 ( j = 0), yielding
a Feshbach resonance (23). Therefore peak a
can be regarded as the juxtaposition of a shape

Fig. 2. Collisional energy dependence of the
integral cross sections for O2 excitation (N = 1,
j = 0) → (N = 1, j = 1). Experimental data with
para-H2 (open circles, data of Fig. 1A) and normal-
H2 (open triangles). Error bars and scan parameters
for normal-H2 as defined in Fig. 1A but with 29
consecutive scans of the beam intersection angle.

Fig. 1. Collisional energy dependence of the integral cross sections for O2 excitation (N = 1,
j = 0)→ (N = 1, j = 1). (A) Experimental data with para-H2 (open circles, with error bars representing the
statistical uncertainties at 95% of the confidence interval). Each point corresponds to 40 consecutive
scans of the beam intersection angle acquired between 30° and 12.5° with –0.5° decrement and 100
laser shots per angle; theoretical ICSs were convoluted with the experimental collision energy spread
(solid line). (Inset) Energy-level diagram and excitation scheme of O2 in the N = 1 state. (B) Theoretical
results: partial waves J = 2, 3, and 4 (solid lines); partial waves J = 1 and J = 5 to 7(dashed lines); integral
cross section (dashed-dotted line). Positions of the bound and quasi-bound states (see Fig. 3) labeled with
their quantum numbers {N, j, l} (see text) are shown by vertical dashed lines. a.u., arbitrary units.
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taken from ? and are listed in Table III of ?. The lowest 7 levels of A-type HCOOCH3

are shown in Fig. 1. Scattering calculations, which are extremely demanding owing to the

dense spectrum of methyl formate, were performed using the OpenMP version of the MOLSCAT

code1 at the full close-coupling level. The reduced mass of the system is 3.752371 amu. As

the A-type and E-type transition energies differ by less than 0.1 cm−1, the cross sections

for rotational (de)excitation are very similar for the two symmetries, with differences below

5% (?). Only cross sections for the A-type HCOOCH3 were therefore computed and they

can be employed both for A-type and E-type HCOOCH3. The coupled-channel equations

were integrated using the hybrid modified log-derivative Airy propagator of ? with a

careful check of all propagation parameters. Calculations were performed for total energies

between 0.25 and 130 cm−1, i.e. up to the first torsional threshold. The energy grid was

adjusted to take into account the presence of low-energy resonances. All calculations also

included several energetically closed channels: the basis set incorporated all target states

with J ≤ 14, i.e., 225 rotational states with the highest level, JKa,Kc = 1414,0, at 133.5 cm−1

above the ground state. The cross sections were found to be converged to within 20% (and

generally within 5−10%) for all transitions involving the lowest 65 states, i.e., up to the

level 92,8 at 19.98 cm−1.

Rate coefficients were obtained up to T =30 K by integrating the cross sections σ over

Maxwell-Boltzmann distributions of relative velocities:

k(T ) =

(
8kBT

πµ

)1/2 ∫
σ(Ecoll)(

Ecoll

kBT
)e−Ecoll/kBTd(

Ecoll

kBT
), (1)

where µ is the reduced mass of the HCOOCH3-H2 system, µ = 1.950159, and Ecoll = µv2/2

is the collision energy. We thereby assume that the cross sections for He and H2 are identical

and that the rate coefficients differ only for the (square root of the) reduced mass ratio.

This approximation is most valid for the ground state of para-H2(J = 0) and for heavy

1Repository at http://ipag.osug.fr/˜afaure/molscat/index.html

Maxwell-
Boltzmann 
averaging 
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Fig. 2. Excitation temperature for the 110 ← 111 transition as a function
of the H2 density. The blue and red lines correspond to para-H2 (J = 0)
and ortho-H2 (J = 1) as collider, respectively. The black horizontal
solid line denotes the background temperature TCMB = 2.7 K. See text
for details.

However, as mentioned in the introduction, He atoms were em-
ployed as substitutes for H2 in all previous studies. Troscompt
et al. (2009) showed that the propensity rule is weaker for H2
than for He and, furthermore, that it depends significantly on the
ortho/para form of H2.

This is clearly illustrated in Fig. 2, where we plot the results
of a non-LTE computation based on collisional excitation by ei-
ther para-H2 (J = 0) and He atoms or ortho-H2 (J = 1) and
He atoms. We note, however, that excitation by H2 is entirely
predominant, that is the contribution of He atoms was found
to be negligible. Excitation by the far less abundant free elec-
trons was neglected3. The hyperfine structure of H2CO levels
was neglected in the calculations (see below). We employed the
 program, written by Moshe Elitzur and Philip Lockett,
to solve the radiative transfer equations using the escape proba-
bility method for a homogeneous slab (Krolik & McKee 1978).
The 10 first levels of ortho-H2CO were considered in the com-
putation with the following basic parameters: the ortho-H2CO
column density was fixed to N(H2CO)= 1.0× 1013 cm−2, the ki-
netic temperature to Tkin = 10 K, and the Doppler linewidth to
1 km s−1. The 2.7 K CMB radiation field was obviously included
but all other possible sources of radiation were neglected. The
collisional data was those of Troscompt et al. (2009) and Green
(1991) for excitation by H2 and He, respectively. It is first ob-
served, in agreement with previous calculations based on He as a
collider, that cooling of the 6 cm doublet below 2.7 K does occur
for densities lower than a few 104 cm−3. This provides the first
robust confirmation of the Townes & Cheung mechanism in the
case of H2 as a collider. Secondly, it is noticed that the cooling
is significantly stronger for para-H2 (J = 0) than for ortho-H2
(J = 1), and that it occurs over a wider range of density. Hence,
the cooling of the doublet is expected to depend markedly on the
OPR of H2, with diminishing intensity of the 6 cm absorption
line as the OPR increases.

3 We note that electron excitation of H2CO can play an important role
at high electron fraction (xe ! 10−5), in particular in diffuse clouds
where electron collisions are expected to cancel the anomalous 6 cm
absorption (Turner 1993).
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Fig. 3. Total opacity, τtot, and excitation temperature, Tex, as a function
of density. The blue and red shaded area denote respectively the range
of observed τtot and Tex. The blue and red lines denote the results of the
present model for a kinetic temperature of 10 K, an ortho-H2CO column
density of 2.2 × 1013 cm−2 and an OPR of H2 of zero. The dashed area
indicates the density range where both τtot and Tex are reproduced.

As mentioned above, we neglected the hyperfine splitting of
the H2CO transitions in our radiative transfer treatment. This
approximation is strictly valid only when the separation of the
hyperfine lines is negligible compared to the line broadening.
For linear molecules with large splittings, e.g., HCN or N2H+,
detailed treatments have shown that the total opacity of ro-
tational lines can be uncertain by up to a factor of two (for
τtot $ 1) if the hyperfine structure is neglected (Daniel et al.
2006). In the case of H2CO, accurate hyperfine collisional rates
are not available because the two-spin recoupling formalism (see
Daniel et al. 2004) has not yet been extended to asymmetric tops.
However, we assessed the effect of the hyperfine structure by re-
sorting to the approximation that hyperfine rates are proportional
to the degeneracy (2F′ + 1) of the final hyperfine level. Ad hoc
selection rules such as ∆F = 0 were also tested at both low and
high opacitites (0 < τtot < 50). Line overlap was included using
the absorption probability method (Lockett & Elitzur 1989). The
total opacity and excitation temperature (common to all hyper-
fine levels) were found to agree to within 10% with calculations
considering only the rotational structure. As a result, in contrast
to molecules containing a 14N nucleus, the hyperfine structure in
H2CO can safely be neglected.

Based on the previous considerations, grids of models were
constructed by varying the H2 density between 103 and 106 cm−3

and the kinetic temperature between 7 and 12 K, in accordance
with the known physical structure of B68 (Bergin et al. 2006);
the ortho-H2CO column density was varied between 1011 and
1015 cm−2, and the OPR of H2 between 0 and 3, with the ob-
jective of reproducing both the total opacity τtot and the ex-
citation temperature Tex reported in Sect. 2. The line width
was fixed at 0.294 km s−1, as deduced from the CLASS HFS
fit. It should be noted that the impact of temperature variation
(7−12 K) was found to be negligible in our modelling. In the
following, we therefore assume a constant temperature of 10 K.
On the other hand, the ortho-H2CO column density was found
to be very well constrained by our observations, with a value of
2.2 ± 0.8 × 1013 cm−2. Interestingly, both the excitation temper-
ature and line total opacity were found to depend strongly on
the assumed H2 density and OPR. This is illustrated in Fig. 3,
which shows the predicted opacity and excitation temperature as
a function of the H2 density, assuming an OPR equal to zero. In

Credit: Troscompt et al. A&A (2009a, 2009b) 
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Fig. 5. Rate coefficients for the rotational transitions 110 → 111 (upper
panel) and 212 → 110 (lower panel) as functions of temperature for
(scaled) He (Green 1991), para-H2 (J2 = 0) and ortho-H2 (J2 = 1).

densities. For a multi-level system, the critical density of a given
partner (here He, para- or ortho-H2) is usually defined (neglect-
ing absorption and induced emission) as the density at which the
sum of the collisional de-excitation rates of a given level is equal
to the sum of the spontaneous radiative de-excitation rates:

ncr(JKaKc , T ) =
ΣJ′

K′a K′c
A(JKaKc → J′K′a K′c

)

ΣJ′
K′a K′c

R(JKaKc → J′K′aK′c
, T )
· (2)

When the colliding partner has a density n # ncr, collisions
maintain rotational levels in local thermodynamic equilibrium
(LTE) at the kinetic temperature. When n $ ncr, the rotational
levels are in LTE at the temperature of the background radia-
tion (here the 2.7 K CMB). The effect of collisions is important
for densities n ∼ ncr, where deviations from LTE occurred, in-
cluding population inversions. Equation (2) was computed using
Einstein coefficients from the Cologne Database for Molecular
Spectroscopy2. Results are presented in Table 3 for the 5 lowest
upper doublet levels of ortho-formaldehyde. Is is observed that
critical densities for H2 are decreased with respect to the scaled
He values by a typical factor of 2−3. These differences obviously
reflect the impact of the new rates, although rotational rates are
summed here over all possible downward transitions, thus av-
eraging their effect. Greater differences in emission line fluxes
are thus expected as individual state-to-state rates can exceed
the scaled He values by more than an order of magnitude. This

2 http://www.ph1.uni-koeln.de/vorhersagen/

Table 3. Critical densities, in cm−3, for (scaled) He, para-H2 (J2 = 0),
and ortho-H2 (J2 = 1), as functions of temperature for the 5 lowest
upper doublet levels of ortho-formaldehydea .

JKaKc T (K) He p-H2 o-H2 He/p-H2 He/o-H2

110 10 4.1(01) 4.2(01) 1.6(01) 0.97 2.6
50 6.5(01) 6.9(01) 2.0(01) 0.94 3.3
100 7.3(01) 6.7(01) 2.0(01) 1.09 3.7

211 10 4.3(05) 3.3(05) 1.8(05) 1.3 2.4
50 6.3(05) 2.2(05) 4.2(05) 2.9 1.5
100 6.3(05) 2.3(05) 4.4(05) 2.7 1.4

312 10 2.1(06) 1.0(06) 6.8(05) 2.1 3.1
50 2.3(06) 1.3(06) 7.8(05) 1.8 2.9
100 2.2(06) 1.4(06) 8.1(05) 1.6 2.7

413 10 6.8(06) 2.2(06) 1.7(06) 3.1 4.0
50 6.0(06) 2.7(06) 1.8(06) 2.2 3.3
100 5.2(06) 3.0(06) 1.9(06) 1.7 2.7

514 10 9.5(06) 4.1(06) 3.4(06) 2.3 2.8
50 1.0(07) 4.8(06) 3.4(06) 2.1 2.9
100 9.5(06) 5.3(06) 3.4(06) 1.8 2.8

a Powers of 10 are given in parentheses. See text for details.

Table 4. Formaldehyde lines selected in Fig. 6. See text for details.

transition ν(GHz) Eup (K)
212 → 111 140.8 22.64
211 → 110 150.4 21.95
313 → 212 211.2 32.09
312 → 211 225.6 33.48
414 → 313 281.5 45.62
413 → 312 300.8 47.94
515 → 414 351.7 62.52
514 → 413 375.8 65.99

is demonstrated in Sect. 4 below. Level 110 has a much lower
critical density than the other levels owing to the single allowed
radiative transition 110 − 111.

4. Modeling formaldehyde emission

In this section we investigate the impact of the new com-
puted collisional coefficients on the theoretical predictions of
formaldehyde line emission. We employed the M pro-
gram, written by Moshe Elitzur & Philip Lockett, to solve the
radiative transfer equations using the escape probability method
for a homogeneous slab (e.g. Krolik & McKee 1978). We con-
sider the 10 first levels of ortho-H2CO (Eup ≤ 46 cm−1, see
Fig. 3) and the 8 most intense millimeter transitions, as reported
in Table 4. The computed line spectrum depends on the fol-
lowing basic parameters: the density of the colliders (here para
and/or ortho-H2), the kinetic temperature, the formaldehyde col-
umn density, and the linewidth. To have a relatively exhaus-
tive study, we explored a large parameter space by varying the
H2 density between 10 and 108 cm−3, the kinetic temperature
between 10 and 30 K, the formaldehyde column density be-
tween 1013 and 1015 cm−2, keeping the Doppler linewidth equal
to 1 km s−1. We thus considered both optically thin and optically
thick lines. Finally, we included the 2.7 K CMB radiation field,

H2CO (110 à 111) 
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23550.8 and 23562.3 MHz.
(A color version of this figure is available in the online journal.)

Program8 started in 2007 to provide a complete spectral line sur-
vey in frequency ranging from ∼300 MHz to ∼50 GHz toward
the preeminent source of molecular emission in the Galaxy–Sgr
B2(N). Of the more than 180 interstellar molecules detected,
more than half have been detected first in the Sgr B2 star-forming
region. This region contains compact hot molecular cores of arc-
second dimensions (Belloche et al. 2008, 2009; Nummelin et al.
2000; Liu & Snyder 1999), molecular maser emitting regions
(see e.g., McGrath et al. 2004; Mehringer et al. 1994, 1997;
Gaume & Claussen 1990), and ultracompact continuum sources
surrounded by larger-scale continuum features as well as molec-
ular material extended on the order of arcminutes (see e.g., Jones
et al. 2011, and references therein). In addition, small-scale and
large-scale shock phenomena characterize the complex. In par-
ticular, for the last 20 yr, the hot molecular core known as
the “Large Molecule Heimat” (LMH) has been the first source
searched to detect and identify new large interstellar molecules
since many of the large organic species have previously been
confined to its ∼5′′ diameter (Miao & Snyder 1997). However,
the recent GBT detections of large organic molecules (Neill et al.
2012; Zaleski et al. 2013; Loomis et al. 2013, and references
therein), have suggested that prebiotic molecules found toward
the Sgr B2(N) complex are extended, perhaps even on the order
of the a 2′ × 2′ field. Data were taken in the OFF–ON position
switching mode with two-minute scans toward the “ON” point-
ing position (αJ2000 = 17h47m19.s8, δJ2000 = −28o22′17.′′0).
Observations continue to expand the frequency range of the

8 Access to the entire PRIMOS data and specifics on observing strategies are
available at www.cv.nrao.edu/∼aremijan/PRIMOS/.
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PRIMOS survey. For more details on the PRIMOS survey ob-
servations see Neill et al. (2012).

From 300 MHz to 50 GHz, a total of 49 methyl formate
transitions with upper levels below 25 K were firmly identified
(23 A-type and 26 E-type). We note that about 80% of the
detected lines have upper levels below 10 K. Examples of
spectral features are illustrated in Figure 4 for both emission
and absorption lines. An LSR source velocity of + 64 km s−1

was assumed. Typical line widths are ∼10 km s−1. The peak
intensities were measured at each observed transition and are
reported below in Figures 5 and 6. The authors encourage

4

Credit: Faure et al. J. Chem. Phys. (2011) 
    Faure et al. ApJ (2014) 
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Figure 5. CN N = 0–1 and N = 0–2 spin-rotational excitation
cross-sections.

of 1.45 D (Thompson and Dalby 1968) were used in the outer
region.

Each rotational level of CN is split by spin-rotation
coupling so that rotational level N has two sub-levels given by
j = N±1/2; conventionally each of these are labelled using N
and the e or f label for the splitting (Brown et al 1975). Levels
with parity +(−1) j−1/2 are e levels ( j = N+1/2), while levels
with parity −(−1) j−1/2 are f levels ( j = N − 1/2). Radiative
(dipolar) selection rules are:

! j = 0, e ↔ f , ! j = ±1, e ↔ e and f ↔ f . (22)

Figures 3–7 present both the pure rotational (rotational)
and spin-rotational cross-sections for the 0 → N (N =
0, 1, 2, 3, 4), 1 → 1, 2 → 2, 1 → 2 and 1 → 3 transitions, for
incident electron energies up to 4 eV. The e/ f notation in the
legends indicating the spin-resolved transition between states
as discussed in the previous paragraph. It is important to note
that above the A 2" excitation threshold at 1.515 eV, electronic
excitations are also possible. However, what is clearly visible
in the figures is the resonance feature associated with the
B 2#+ excitation at 3.49 eV. The resonance region is the
energy range where transitions with !N > 2 are significant
but, conversely, it does not significantly affect the dipole-
dominated !N = 1 transitions. We also note the 0–0 elastic
rotational cross-section is not changed by introducing spin-
coupling, as both j and j′ may only have the value 1/2. Cross-
sections up to and included !N = 6 were calculated and
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Figure 6. CN N = 0–3 and N = 0–4 spin-rotational excitation
cross-sections.

considered, however those beyond !N = 4 are all very small,
below 0.01 Å2 and are not considered here.

In figure 3, the present pure elastic 0–0 cross-section is
compared to the old close-coupling calculations of Allison
and Dalgarno (1971). Both calculations are found to agree
at the lowest energy (0.1 eV) while at higher energy, our
value is much larger, reflecting most probably the much better
treatment of the short-range forces as well as the possible role
of the above mentioned resonances.

Very similar elastic cross-sections are obtained for levels
N = 1 and 2, as plotted in figure 4. We also observe for
these ‘quasi-elastic’ transitions (!N = 0) that parity-changing
transitions (e ↔ f ) have much lower cross-sections than
parity-conserving transitions. This propensity rule is further
discussed below.

In figure 5, the 0–1 and 0–2 rotational cross-sections
are compared to the results of Allison and Dalgarno (1971).
The large dipolar 0–1 cross-sections are found in excellent
agreement, as expected since the dipole moment used is
the same in both calculations. The present 0–2 cross-section
is found to be significantly lower than that of Allison and
Dalgarno (1971), as this transitions is dominated by short-
range effects, this again shows the importance of the R-matrix
treatment. It is also about two orders of magnitude lower
than the 0–1 cross-section. We also observe that the largest
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Figure 6. A comparison of the hyperfine structure rate from the (N, J,
F) = (2, 2.5, 3.5) initial level between this work (solid line) and the rate of
Kalugina et al. (2012) (dashed line).

Figure 7. Excitation temperature T01(CN) as a function of electron density
for different densities (n = nH + nH2 ) and CN column densities, at a single
kinetic temperature of 20 K. Here the dashed line represents the CMB at
2.725 K while the dotted blue line gives the measured average excitation
temperature at 2.754 K (Ritchey et al. 2011).

densities correspond to electron fractions (xe = n(e)/n(H2)) in the
range 10−5–6 × 10−4. This is consistent with the abundance of in-
terstellar C+ (n(C+)/n(H2) ∼ 3 × 10−4) which is the main source
of electrons in the diffuse interstellar medium.

In fact, more accurate determination of the electron density can
be achieved for clouds where the physical conditions are reasonably
well known. For instance, the kinetic temperature and the collision
density were determined for the source HD 154368 from the anal-
ysis of C2 excitation by Sonnentrucker et al. (2007). These authors
found T = 20 ± 5 K and n = 150+50

−25, with n(H) = 60 cm−3 and
n(H2) = 90 cm−3. The CN column density towards the star HD
154368 is 2.7× 1013 cm−2 and the line width is 1.2 kms−1 (Ritchey
et al. 2011). Interestingly, this source also shows the second highest
excitation temperature T01(CN) = 2.911±0.004 K, which is sig-
nificantly larger than the weighted mean value of 2.754 K. Using
the physical conditions determined by Sonnentrucker et al. (2007),
we have found that an electron density of 0.3 cm−3 is necessary
to reproduce the measured T01 towards HD 154368. This corre-
sponds to an electron fraction n(e)/n(H2) ∼ 3 × 10−3, which is
too high with respect to the available carbon. Ritchey et al. (2011)
obtained an even larger value of 0.69 cm−3 for HD 154368 and
concluded that it probably corresponds to an upper limit consid-
ering the dispersion of 134 mK. In fact, for this source, Palazzi
et al. (1990) have detected a weak emission of CN: the strongest
hyperfine component (N, J, F) = (1, 1.5, 2.5) → (0, 0.5, 1.5)
at 113.49 GHz with an antenna temperature T ∗

R = 19 ± 5.1 mK.
Fig. 8 shows that this value (blue hatched zone) is reproduced for
an electron density of ∼3 × 10−2 cm−3, corresponding to an elec-
tron fraction n(e)/n(H2) ∼ 3 × 10−4, as expected if carbon is fully
ionized. In addition, the corresponding excitation temperature is
T01 = 2.75 K, in very good agreement with the weighted mean
value of 2.754 K determined by Ritchey et al. (2011).

In summary, our calculations suggest that in the diffuse cloud
regions where CN resides, the electron density lie in the range
n(e) ∼ 0.01–0.06 cm−3. This range is significantly smaller than that
derived by Black & van Dishoeck (1991), n(e) ∼ 0.02–0.5 cm−3,
reflecting the low (mean) excess temperature Tloc = 29±3 mK de-
rived by Ritchey et al. (2011). On the other hand, for individual
sources, we have shown that the dispersion of the optical measure-
ments (∼134 mK) must be taken into account, as recommended by
Ritchey et al. (2011). In fact, the weak millimetre emission of CN
probably provides the best accurate measurement of Tloc, which in

Figure 8. Plot of the intensity of the line at 113.49 GHz as a function of
electron density for T = 20 K, n = 150 cm−3 and N(CN) = 2.7× 1013 cm−2.
Here the blue hatched zone shows the observed antenna temperature.
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5. Conclusion 



The interstellar medium: 
« molecules in Wonderland » 

¡  The interstellar medium is a unique laboratory to 
study state-to-state molecular dynamics 

¡ Non-equilibrium processes are common in space: 
non-LTE populations, masers, etc. 

¡  State-of-the-art molecular physics is required 


