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Background:

Fuel Cycle Simulation, Cyclus, and 
Optimization
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Objective Function

Fuel Cycle Optimization: Basics

Facility LWR Repository Fuel 
Fab Objective

Year 1 2 3 … 1 2 … … 

Trial 1 5 1 3 … 0 1 … … 233.6

Trial 2 3 1 2 … 0 0 … … 

Cyclus Metric 
Calcs

Optimizer
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Fuel Cycle Optimization: Hays’ Work
● VISION simulator
● 100 discrete variables - fast v light 

water reactor ratios
● Homegrown simulated annealing
● Multi-objective analysis
● Auto-deployment heuristics
● Hard power capacity curve

Hays, Ross, and Paul Turinsky. 2014. “Stochastic 
Optimization for Nuclear Facility Deployment 
Scenarios Using Vision.”
Nuclear Technology 186 (1): 76–89, Figure 3 4



Optimization Requirements
● Single Objective - expensive to evaluate
● Discrete Variables (100s)
● Black-box, derivative free
● Non-linear, discontinuous
● Linear constraints (transition and final state restrictions)
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Optimization: Algorithms
● Direct search (Nelder-Mead, pattern search, etc)
● DIviding RECTangles (DIRECT)
● Swarm (particle swarm, ant colony, etc.)
● Evolutionary algorithms
● Surrogate-based techniques (response sufaces, Kriging, etc.)



Custom PSwarm Optimizer
● Available open source version was unsatisfactory

○ Bugs (e.g. segfaults)
○ Poor code documentation and testing
○ Suboptimal parameters

● Wrote my own implementation in Go:
○ Tests - prevent regressions, benchmark performance with published lit.
○ Modified pattern-search algorithm:

■ Reset/cycle back to original step size (due to variable ⇒ deployments transformation)
■ Poll in multiple random directions at once (due to higher dimensionality)
■ Remember successful polling directions
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HTC tooling
● Deploy worker bots/jobs to 

HTC infrastructure
● Cloud server M ⇒ N 

scheduling
○ Heartbeat, timeouts, retries, etc.

● Submit jobs to server from 
anywhere.

○ My PSwarm optimizer
○ fuelcycle.org
○ curl
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Worker Worker Worker

Job Server (cloud)

Optimizer Optimizer



Deployment Optimization Basics
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Scenario

● Transition from 100 LWRs to all SFRs

● SFRs use recycled fuel

● SFRs available in year 35+

● 200 years

● 1% annual electricity demand growth 

with +/- 10% bounds
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Objective Function

● Penalize LWR energy
● Reward FR energy
● Indirect unfueled FR penalty
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Input Variables: Basic Encoding

N(t, f) = Vt,f

With constraints:

● For each t, f : 

● For each t : 
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Input Variables: Smarter Encoding
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Input Variables: Comparison - Objective A
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Input Variables: Comparison - Objective B
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Candidate Optimizers
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Results: Solver Comparison
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Results: Best Transition (Bi-annual)
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Hedging Strategies for Disruption
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Hedging Overview
● Same scenario as before
● Potential unexpected event at unknown time
● Measure hedging value of deployment strategies
● Find good hedging strategies
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Hedging Objective

● D is a deployment schedule (all facs through all time)
● R*(D,td) is D with optimal post disruption deployments
● O is some single-objective function, as before
● S*(D,td) is the hedging sub-objective
● p is the disruption probability density function
● H is the expected objective outcome
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● Discretize on td
● td’s spaced equally in  

probability space
● Piece-wise linear approximation 

to S*
● Use mid-point rule to integrate

Calculating H
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Hedging Sub-objective: Point Approximation
●  one H* search ⇒ many H evaluations

○ one H evaluation ⇒ several S* searches

■ one S* search ⇒ many S (or O) 
evaluations

● Infeasible nested optimization requires 
approximations:
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Scenario Details

● Same scenario sans LWR reprocessing limits.
● Disruption reduces Pu generation rate by 33% permanently.
● Objective:

○ Lower ⇒ better
○ LWR energy penalty
○ Explicit low capacity factor penalty (needed for disruption)
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Results: SFR Build Schedule Comparison
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Results: LWR Build Schedule Comparison
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Results: Best Achievable Objectives
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Results: Best Achievable Objectives
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Results: Best Achievable Objectives
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Results: S* Curves
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Results: Outcome Distributions
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Some Stats
● Cyclus simulations: ~15,000,000
● CPU hours: ~300,000
● Simultaneous workers: 200-1000
● Simultaneous optimizations: up to 10
● Dreams in code: several
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Summary
● Developed techniques for optimizing fuel cycle transitions.

○ Novel mapping of variables to fuel cycle parameters.
○ Tooling for deployment to highly parallel environments.

● Compared DFO solvers on fuel cycle transitions.
● Developed disruption scenario methodology and workflow

○ disruption PDF, expected outcomes
○ sub-objective approximation techniques
○ Tooling and visualization for measuring and finding hedging strategies

● Investigated hedging properties of several deployment schedules
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Future Work
● Dimensionality Reduction

○ “Compression” via variables that represent time+capacity points
○ Intra-simulation heuristics to micro-optimize at shorter timescales (e.g. look-ahead)
○ Translate known good (abstract) disruption responses to post-disruption deployments

● Different approximations of S*
● N disruptions or degrees of uncertainty
● More realism...

○ in facility models (e.g. reactor physics)
○ in scenario details (e.g. power demand, reactor parameters, etc.)
○ in disruption/objective details (e.g. objective changes at disruption)
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Questions
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Appendix
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Optimization: Solvers

From Figure 2 of Rios, Luis Miguel, and Nikolaos V. Sahinidis. 2013. “Derivative-Free Optimization: A Review of Algorithms and Comparison of Software 
Implementations.” Journal of Global Optimization 56 (3): 1247–93. doi:10.1007/s10898-012-9951-y.

● Pattern search + particle swarm
● Continuous variables
● Search confined to feasible region
● Population-parallel

● Evolutionary algorithm
● Discrete+continuous variables
● Penalty-based constraints
● Population-parallel
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http://dx.doi.org/10.1007/s10898-012-9951-y


Optimization: Solvers cont.

From Figure 2 of Rios, Luis Miguel, and Nikolaos V. Sahinidis. 2013. “Derivative-Free Optimization: A Review of Algorithms and Comparison of Software 
Implementations.” Journal of Global Optimization 56 (3): 1247–93. doi:10.1007/s10898-012-9951-y.

● Pattern search + particle swarm
● Continuous variables
● Search confined to feasible region
● Population-parallel

● Pattern search
● Discrete+continuous variables
● Penalty-based constraints
● N-dimensions parallel
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http://dx.doi.org/10.1007/s10898-012-9951-y


Results: S* Approximations

● R*(D,td) = D is a good 
reference (upper bound)

● td linear interpolation is 
okay, but not great

● In limit td→tend , 
approximations 
converge to actual
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Disruption 1 Detail
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Disruption 2 Detail
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Disruption 3 Detail
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Disruption 4 Detail
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Disruption 5 Detail
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Disruption 6 Detail
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Disruption 7 Detail
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Disruption 8 Detail
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Disruption 9 Detail
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Disruption 10 Detail
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Fast Reactor Age Distributions
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