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Adam et. al.: The NIKA2 large-field-of-view millimetre continuum camera for the 30m IRAM telescope

against average atmospheric conditions and to optimise the over-
all observing e�ciency. A possible future upgrade of NIKA2,
oriented towards even better sensitivity in very good atmospheric
conditions, would be straightforward.

Fig. 10. (Colour online) NIKA2 spectral characterisation for the
two 260 GHz arrays, H (A1, blue) and V (A3, green) measured
in the NIKA2 cryostat, and for the 150 GHz array (A2, red) mea-
sured in a test cryostat equipped with exact copies of the NIKA2
band-defining filters. The band transmissions are not corrected
for Rayleigh-Jeans spectrum of the input source. We also show
for comparison the atmospheric transmission (Pardo et al. 2002)
assuming 2 mm of precipitable water vapour (PWV), that is, very
good conditions, and 6 mm PWV, that is, average conditions.

The sky simulator enabled also a rough but crucial estima-
tion of the parasitic radiation. By comparing measurements ob-
tained at several sky simulator distances with respect to the cryo-
stat window, we determined an equivalent 15 K additional focal
plane background due to the ambient temperature stray radia-
tion. This is lower than the very best equivalent sky temperature
at Pico Veleta (⇡ 20 K), and confirms that NIKA2 is not signif-
icantly a↵ected by this e↵ect. In comparison, in NIKA we had
estimated around 35 K additional background, slightly limiting
the performance. In summary, the overall performance of the in-
strument, measured preliminarily in the laboratory, is in line with
the NIKA2 specifications, paving the way for the installation at
the telescope described briefly in the following Section.

2.6. The integration at the telescope

NIKA2 was transported from the Grenoble integration hall to the
observatory at the end of September, 2015. Successful installa-
tion of the instrument took place in early October, 2015, at the
IRAM 30-meter telescope on Pico Veleta (Sierra Nevada, Spain).
To prepare this installation, the optics of the receiver cabin (M3,
M4, M5 and M6) had been modified in order to increase the tele-
scope field-of-view up to the 6.5 arcminutes covered by NIKA2.
M3 is the Nasmyth mirror attached to the telescope elevation

axis. M4 is a flat mirror that can be turned manually in order
to feed the beam either to NIKA2 or to heterodyne spectro-
scopic instruments (Carter et al. 2012, Schuster et al. 2004). The
M5 and M6 curved mirrors are dedicated to the NIKA2 cam-
era. The configuration of the optics in the cabin, for an elevation
� = 0 degrees, is drawn in Fig. 11. Not shown nor discussed, M1
and M2 are the telescope primary mirror and its sub-reflector,
respectively.

Fig. 11. (Colour online) Left: Isometric view of the cabin optics
scheme, illustrating the mirrors M3, M4, M5 and M6. The ideal
case in which the elevation angle is zero degrees is shown. Right:
Top view of the cabin optics feeding NIKA2.

The whole installation, including the cabling of the instru-
ment, was completed in about three days. The pulse-tube pipes,
which are 60 metres long, run through a derotator stage in order
to connect the heads in the receiver cabin (rotating in azimuth)
and the compressors located in the telescope basement (fixed).
A single 1 Giga-bit ethernet cable ensures the communication
to and from the NIKA2 instrument. The forty radio-frequency
connections (twenty excitation lines, twenty readouts) between
the NIKEL AMC electronics and the cryostat, located on op-
posite sides of the receivers cabin, are realised using 10-meter-
long coaxial cables exhibiting around 2 dB signal loss at 2 GHz.
This is acceptable, considering that the signal is pre-amplified
by about 30 dB by the LNAs.

The optical alignment between the instrument and the tele-
scope optics has been achieved using two red lasers. The first
was set shooting perpendicularly from the centre of the NIKA2
input window, through the telescope optics and reaching the ver-
tex and M2. The second laser was mounted on the telescope el-
evation axis at the M3 position, reaching then, through the M4,
M5 and M6 mirrors, the NIKA2 window. In both cases, we have
adjusted the cryostat position and tilt. NIKA2 is equipped with
an automatic system of pneumatic actuators and position detec-
tors able to adjust the cryostat height and tilt and to keep it stable
down to a few tens of microns precision.

The first cryostat cooldown started immediately after the in-
stallation, and was achieved after the nominal four days ded-
icated to pre-cooling, followed by less than 24 hours during
which the helium isotopes mixture is condensed in the so-called
”mixing chamber”. The first-light tests demonstrated that all the
detectors were functional and exhibited responsivity and noise in
line with the laboratory measurements presented in the previous
Section. The preliminary results of the initial technical runs are
presented in ?.

3. Measurement principle

At the telescope, the NIKA2 acquisitions on a given source are
split into single observational blocks referred to as ”scans”. In
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Arrays and	
  bandpass

§ a.k.a.	
  « 1	
  mm »
§ 2	
  arrays:	
  

§ Array 1 :	
  260-­‐V	
  
§ Array 3 :	
  260-­‐H

§ bandwidth =	
  	
  50	
  GHz

§ 260	
  GHz	
  frequency channel

§ 150	
  GHz	
  frequency channel

§ a.k.a.	
  « 2	
  mm »
§ Array 2	
  
§ bandwidth =	
  	
  40	
  GHz

§ In	
  laboratorymeasurements

§ filters included /	
  no	
  dichroic
§ precision :	
  1%	
  

§ On-­‐going in	
  situ	
  measurements using a	
  dedicated interferometer

Minimal	
  use	
  of	
  the	
  bandpass for	
  the	
  baseline calibration	
  
(color correction	
  only)

[seeAlessandro’s Talk]

260GHz

Array 1

Array 3

Array 2

dichroic polariser



§ First	
  light	
  in	
  October 2015
§ First	
  campaignwith a	
  complete readout electronic in	
  January 2016	
  	
  
§ 10	
  commissioning campaigns (about	
  60	
  days)
§ Upgrade	
  in	
  September 2016	
  
§ February 2017:	
  First	
  campaign in	
  the	
  final	
  instrumental	
  set-­‐up
§ April	
  2017:	
  commissioning successively completed,	
  Science	
  Verification Phase
§ September 2017:	
   IRAM	
  End-­‐of-­‐commissioning review

Commissioning

NIKA2	
  is now opened to	
  the	
  community for	
  the	
  next decade

§ October 2017:	
  First	
  «Summer»	
  scientific campaign
§ January 2018:	
  First	
  «Winter»	
  scientific campaign
§ Already 18	
  scientific campaigns (about	
  4	
  per	
  semester)
§ ~	
  2030:	
  NIKA2	
  is a	
  resident instrument	
  at	
  IRAM	
  30-­‐m	
  telescope
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The	
  commissioning timeline

The	
  reference
campaigns
for	
  the	
  

performance	
  
assessment

N2R9

N2R12
N2R14

[seeBilal’s Talk]
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Data	
  set	
  &	
  baseline scan	
  selection

Reference	
  data	
  set
§ 3	
  observation	
  campaigns (N2R9,	
  N2R12,	
  N2R14)
§ >	
  1000	
  observation	
  scans	
  (150h)	
  per	
  campaigns

Baseline	
  scan	
  selection

§ We perform a	
  mild selection on	
  the	
  observing conditions
§ (tau	
  x	
  air	
  mass)	
  <	
  0.7	
  @	
  1mm	
  à a	
  factor	
  two atmospheric attenuation on	
  the	
  flux	
  density
§ elevation >	
  20°
§ tau	
  @	
  1mm	
  <	
  0.5

§ Sunrise (from 9:00	
  UT	
  to	
  10:00	
  UT)	
  and	
  late afternoon (from 15:00	
  to	
  22:00)	
  periods are	
  excluded



Field-­‐of-­‐view (FOV)	
  Geometry
§ Matching the	
  KID	
  frequency tones to	
  positions	
   on	
  the	
  sky is needed for	
  each observation	
   campaign
§ We use	
  beammaps =	
  deep integration scans	
  of	
  about	
  20’	
  towardbright point	
  sources	
  to	
  perform individual

maps per	
  KID	
  
§ From these maps,	
  we derive i)	
  KIDs positions	
   on	
  the	
  FoV,	
  ii)	
  beam properties,	
  iii)	
  inter-­‐calibration
§ These info	
  are	
  gathered in	
  the	
  «KID	
  database»	
  for	
  the	
  campaign :	
  the	
  reference kidpar
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Array 1	
  	
  	
  (260-­‐V) Array 3	
  (260-­‐H) Array 2	
  	
  	
  (150)

X-­‐position	
  offsets	
  in	
  arcsec

Y-­‐
po
si
tio

n	
  
of
fs
et
s	
  i
n	
  
ar
cs
ec

The	
  full	
  6.5	
  arcmin diameter FOV	
  is covered



KID	
  selection
§ All	
  the	
  (2,900)	
   design	
  KIDs are	
  responsive!	
  
§ Some of	
  them are	
  affectedby	
  cross-­‐talk	
  or	
  their frequency tuning is lost during a	
  scan	
  
§ we perform a	
  KID	
  selection from a	
  series of	
  quality criteria for	
  several beam-­‐map scans

§ fraction	
  of	
  ‘valid’	
   (=stables	
  in	
  at	
  least	
  2	
  scans)	
  KIDs:	
  	
  	
  	
  	
  84%	
  at	
  260	
  GHz	
  and	
  90%	
  at	
  150GHz

KID	
  position	
   colour-­‐coded as	
  a	
  function of	
  the	
  number of	
  times	
  they met	
  the	
  selection criteria
(from red =	
  valid for	
  all	
  selections to	
  blue =	
  valid in	
  two selections)
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offsets	
  in	
  arcsec

260-­‐array	
  V 260-­‐array	
  H 150-­‐array



Beam Pattern

Observed features:
§ main	
  beam
§ error beams
§ diffraction	
  ring
§ M2	
  quadrupod arms
§ other spikes

Les beams de NIKA2 (tâches de diffraction) à l’issue 
des campagne de test 

Outre le beam (faisceau) 
principal  on voit 
plusieurs effets de 
diffraction particuliers, 
notamment quadrupode 
et jointure entre les 
panneaux du miroir 
primaire. 
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260-­‐arrays 150-­‐arrayBeam Pattern	
  [dB]

Beam radial	
  profile	
  [dB]

§ Deep integrationmap using a	
  combination of	
  	
  beammaps

§ Stability checks



Main	
  Beam
§ Modeling the	
  main	
  beam with a	
  Gaussian,	
  we fit	
  the	
  main	
  beam FWHM	
  

§ We developed 3	
  methods that mitigate the	
  error beams and	
  side lobes	
  contribution	
   in	
  different ways,	
  for	
  
methodological robustness test

§ Stability checks against atmospheric conditions	
   	
  using a	
  series of	
  bright source	
  scans

§ Average FWHM	
  

11.1’’	
  ± 0.2’’	
  at	
  260	
  GHz
17.6’’	
  ± 0.1’’	
  at	
  150	
  GHz

8/26
better than specifications (12’’@260GHz,	
  18’’@150GHz)

= e�⌧⌫ x



Main	
  Beam Efficiency

§ Definition:	
  ratio	
  between the	
  solid angle	
  of	
  the	
  main	
  beam and	
  the	
  total	
  solid angle

§ We estimate the	
  main	
  beam efficiency up	
  to	
  a	
  radius	
  of	
  180’’	
  :	
  BE_180

§ We estimate some correction	
  to	
  the	
  measured total	
  solid angle	
  (Omega_180)	
  to	
  account for	
  the	
  
power	
  at	
  radii>180’’
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55%	
  ± 3%	
  at	
  260	
  GHz
77%	
  ± 2%	
  at	
  150	
  GHz

§ The	
  total	
  solid angle	
  is a	
  key	
  measurement for	
  the	
  aperture	
  photometry and	
  for	
  the	
  study diffuse	
  
source	
  (more	
  details later on)

[Kramer+2013]



FWHM	
  daily variations
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§ The	
  measured FWHM	
  depends on	
  the	
  time	
  of	
  the	
  day
at	
  which the	
  observation	
  wasmade

§ Already observed withMAMBO-­‐2,	
  impact	
  also EMIR

§ Two main	
  probable	
   origines:
§ large-­‐scale deformation of	
  the	
  30m	
  primary

mirror subject to	
  partial	
  solar illumination	
  
§ Anomalous refraction

§ Hence the	
  name:
temperature-­‐induced beamvariations	
  

§ Two most impacted periods :
§ Sunrise 9:00	
  to	
  10:00	
  UT
§ Late afternoon 15:00	
  to	
  22:00	
  UT

Observation	
  acquired during these periods are	
  discarded
for	
  the	
  calibration	
  and	
  performance	
  assessment



Atmospheric opacity
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§ The	
  uncorrected flux	
  densities are	
  exponentially attenuated by	
  the	
  atmospheric absorption

§ ,	
  	
  	
  	
  the	
  airmass is estimated as	
  

§ We compare	
  2	
  methods to	
  estimate the	
  atmospheric opacity in	
  NIKA2	
  bandpass

S̃
⌫

= S
⌫

e�⌧⌫x
x = (sin el)�1

⌧⌫

Using the	
  225	
  GHz	
  resident taumeter

§ time-­‐stamped :	
  	
  	
  	
  1	
  measure every 4	
  minutes	
  at	
  a	
  fixed azymuth

§ interpolated at	
  the	
  time	
  of	
  the	
  scan	
  

§ interpolated at	
  NIKA2	
  observing frequencies

⌧225

Using NIKA2	
  as	
  a	
  taumeter for	
  each scan

1) We calibrate the	
  relation	
  between the	
  KID	
  resonance shift	
  and	
  the	
  atmospheric opacity

for	
  all	
  the	
  KIDs k

2)	
  	
  	
  	
  and	
  invert it to	
  compute the	
  opacity for	
  each scan	
  

Catalano, Calvo, Ponthieu et al. 2014 

fk
reso

= Fk(⌧⌫)

⌧⌫ = Med
�
F�1

k

(fk
reso

)
�



NIKA2	
  skydip-­‐derived opacity
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§ Calibration	
  of	
  the	
  relation	
  between and	
  	
  	
  	
  	
  	
  	
  	
  
à the	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  estimation

§ We use	
  NIKA2	
  skydip scans	
  
11	
  elevation steps between ~	
  20	
  and	
  65°

§ Joint	
  fit	
  of	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  for	
  all	
  the	
  KIDs using a	
  series of	
  skydip scans	
  at	
  varying opacity

fk
reso

� ⌧⌫fk
reso

� ⌧⌫

fk

reso

= ck
0

� ck
1

T
atm

[1� e�⌧⌫x]

ck0 , c
k
1 , ⌧⌫

ck0 , c
k
1 , ⌧⌫

Example of	
  C0,	
  C1	
  fit	
  for	
  one	
  KID



Opacity measurements:	
  consistency checks
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§ same correlation between the	
  NIKA2	
  skydip-­‐derived opacity and	
  the	
  	
  225GHz	
  taumeter opacity
for	
  the	
  3	
  refence campaigns

§ no	
  dependence on	
  the	
  observing elevation



Photometric system	
  &	
  Calibration
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a) b)

Fig. 10. NIKA2 skydip-based opacities ⌧skydip
⌫ consistency checks. a) ⌧skydip

⌫ vs median-filtered time-stamped IRAM 225 GHz taumeter opacities
(see Sect. 7.1.1). For illustration purpose, the modeled correlations relying on an ATM model integrated in NIKA2 frequency bands are shown in
black. b) ⌧skydip

⌫ stability against the observing elevation. The ratio between the skydip-based opacities and the taumeter-derived opacities is shown
as a function of the observing elevation as blue points for Uranus scans and empty red square for MWC349 scans. See discussion in Sect. 7.2.

also the inter-calibration of all the KIDs.Secondly, the flux den-
sity absolute scale is further refined by monitoring the primary
calibrator all along the observation campaign to estimate a cor-
rective rescaling of the absolute calibration factor.

We have evidenced a daily variation of the absolute calibra-
tion coe�cients related to temperature-induced variation of the
beam size. If left uncorrected, this variation induces a sizable
increase of the calibration uncertainties. To overcome this issue,
we primarily flag the most impacted observation times of the day
and exclude them from further analysis. We resort to this conser-
vative approach in the baseline calibration method, as discussed
in Sect. 4.1. For cross-check, we also proposed an alternative
method relying on a photometric correction depending on the
beam size. Both approaches require an accurate monitoring of
the beam size as a function of the observation date.

First we describe the method for the absolute calibration in
Sect. 8.1, then we present the inter-calibration and the flat fields
in Sect. 8.2. The temperature-induced variation and the beam
size monitoring are then discussed in Sect. 8.3. Finally, the base-
line calibration is presented in Sect. 8.4 and the calibration with
a photometric correction in Sect. 8.5.

8.1. Absolute calibration procedure and photometric system

We detail here the procedure for calibrating the absolute scale of
the flux density and the chosen photometric system.

8.1.1. Photometric system

The main primary calibrators of NIKA2 are the giant planets
Uranus and Neptune. The latter is used when the former is not
visible in the most stable observing conditions. The flux den-
sity expectations of the primary calibrators are derived in Ap-
pendix A.

Table 12. NIKA2 reference frequencies and FWHM

1 mm 2 mm

Reference frequency ⌫0 260 GHz 150 GHz
Reference FWHM FWHM0 12.5” 18.5”

We parametrize the primary calibrator flux density as S c(⌫) =
S c(⌫0) f (⌫/⌫0), where f (⌫/⌫0) encloses the spectral dependence,
as a function of a reference frequency ⌫0 that we choose arbitrar-
ily to be: ⌫0 = 150 GHz for the 2 mm array and ⌫0 = 260 GHz for
both 1 mm arrays. Projecting the raw data (in units of the KID
resonance frequency shift or Hz) of a calibrator c on the sky, we
model the calibrator raw map as a fixed-width Gaussian

Rc(✓, �) = Ac e
� ✓2

2�2
0 , (12)

where Ac is the amplitude of the Gaussian in Hz, and �0 is
derived from the reference FWHM, labelled FWHM0, which is
12.500 for the 1 mm arrays and 18.500 for the 2 mm array. These
values have been chosen larger than the main beam values, as re-
ported in Sect. 6, to account for a fraction of the signal stemming
from the first error beam and first side lobes. Both the reference
frequency and the FWHM, ⌫0 and FWHM0, define our reference
photometric system, as summarized in Table 12.

The absolute calibration coe�cients are estimated from ob-
servations of primary calibrators, as the ratio of the flux density
expectations at the reference frequency S c(⌫0) and Ac. Then, for
any observed point-like source s of raw data projection Rs(✓, �),
the map

Ms(✓, �) =
S c(⌫0)

Ac
Rs(✓, �), (13)

is calibrated in Jy/FWHM0beam. The best-fit amplitude esti-
mate of the fixed-width FWHM0 Gaussian on this map di-

Article number, page 18 of 35

Photometric system

§ the	
  maps are	
  calibrated in	
  Jy/FWHM0 beam

§ Uranus	
  is the	
  main	
  primary calibrator
§ Expected flux	
  calculaled using the	
  Moreno-­‐Bendo model,	
  	
  	
  	
  model	
  uncertainties =	
  5%	
  

Mcalibrated =
Sc(⌫0)

Ac
Mraw

Expected flux	
  density of	
  the	
  calibrator at	
  nu_0

Amplitude	
  of	
  a	
  FWHM_0	
  Gaussian fitted on	
  the	
  calibrator map

Diffuse	
  source	
  calibration

S_nu :	
  the	
  flux	
  density of	
  a	
  point	
  source	
  is the	
  amplitude	
  of	
  a	
  FWHM_0	
  Gaussian (+	
  color correction)

§ For	
  diffuse	
  source	
  or	
  aperture	
  photometry,	
  the	
  maps in	
  Jy/FWHM_0	
  must	
  be converted in	
  Jy/sr	
  

§ We estimate the	
  reference beam
efficiency up	
  to	
  a	
  radius	
  of	
  180’’

§ We give correcting factors to	
  BE_0	
  to	
  
account for	
  the	
  power	
  stemming from
larger radii

A&A proofs: manuscript no. NIKA2_Calibration_Performance

Table 13. Color correction factors for a target source S / ⌫↵s , as defined using Eq. 15.

Array ↵s

-2 -1 0 + 0.6 +1 +2 +3 +4

A1 0.876 0.916 0.951 0.969 0.981 1.005 1.024 1.037
A2 0.945 0.972 0.990 0.996 0.998 0.997 0.986 0.966
A3 0.907 0.940 0.967 0.980 0.987 1.001 1.009 1.011

Fig. 11. Average main beam flat fields obtained by combining the flat fields of five beammap scans. The top row plots show the normalised average
flat fields of Array 1, 3 and 2, respectively. The o↵set positions with respect to the center of the array are given in arcsecond in the Nasmyth
coordinate system. The color code gives the value of the KID calibration coe�cients, as defined in Eq. 18, normalised by the average
calibration coe�cient over all the KIDs of the array. The bottom plots show the average flat field distributions using all KIDs (blue), using
Array 1 KIDs that are positioned out of the shadow zone (green) and using Array 1 KIDs inside the shadow zone, which is defined in the text.

Table 14. Reference beam e�ciencies for Array 1, Array 3, Array 1&3
and Array 2

A1 A3 A1&3 A2

FWHM0 [arcsec] 12.5 12.5 12.5 18.5
BE0

a [% ] 70 ± 4 72 ± 4 70 ± 4 85 ± 3
⌘390 0.95 0.95 0.95 0.96
⌘tot 0.78 0.78 0.78 0.85

Notes.
(a) Reference Beam E�ciency, estimated as the ratio between the ref-
erence FWHM beam power and the total beam power up to a radius of
180 arcsec

to as the "shadow-zone”. This variation of the flat field trans-
lates into a broadening of the distribution. However, we verified
that A1’s flat field dispersions are in line with the ones of A3 af-

ter the detectors within the shadow-zone were flagged out using
a crescent-shaped mask. The masked flat field distributions are
shown in green in Fig. 11, whereas shadow-zone distributions
are in red. The same FOV patterning is also observed in the for-
ward beam flat fields, which excludes a main beam related issue.

The shadow zone e↵ect is caused by a misbehaving of the
dichroic in the polarised transmission which is out of speci-
fications. As a result, the 1 mm polarisation that illuminates
A1 is attenuated. This e↵ect, which implies a dependence of
the frequency cut-o↵ on the radiation incidence angle and
linear polarisation, was reproduced using optical simulations.
Furthermore, this hypothesis was verified using observations at
the technical campaign of September 2018. During this test cam-
paign, a new hot-pressed dichroic had been installed in place
of the current air-gap dichroic. The shadow zone variations of
the flat field for A1 were not observed during the September
2018 campaign, while huge distortions across the field of view
of A2 were reported. These distortions are due to the bending of

Article number, page 20 of 35

Map =
BE0

2⇡�2
0

Ms
reference beam efficiency
solid angle	
  of	
  the	
  FWHM_0	
  Gaussian

[Kramer+2013]



Practical calibration
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KID	
  gains
1)	
  Estimation	
  of	
  a	
  calibration	
  coefficient	
  per	
  KID	
  at	
  zero opacity using a	
  beammap scan	
  toward Uranus	
  

G
k

=
Sc(⌫0) e�⌧⌫ x

A
k

relative	
  calibration	
  and	
  absolute calibration	
  on	
  a	
  single	
  scan

2)	
  Improvement of	
  the	
  absolute calibration	
  in	
  monitoring	
  Uranus	
  all	
  along the	
  campaign
we compute the	
  averaged expected-­‐to-­‐measured flux	
  per	
  array

accurate absolute calibration	
  on	
  a	
  series of	
  scans

<
Stheo(⌫

0

)

Smeas

⌫

>

Multi-­‐scan	
  recalibration



Flat	
  fields
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§ We observe	
  a	
  large	
  variation	
  of	
  the	
  KID	
  gains	
  across Array 1:	
  about	
  1/3	
  of	
  A1-­‐KIDs	
  are	
  shadowed

§ FOV	
  distribution	
  of	
  the	
  KID	
  gains	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  w.	
  r.	
  t.	
  the	
  average gain	
  G
k

=
Sc(⌫0) e�⌧⌫ x

A
k

shadow-­‐zone	
  
mask

§ This	
  is due	
  to	
  a	
  default	
  in	
  the	
  transmission	
  of	
  the	
  polarised light	
  at	
  1mm	
  by	
  the	
  dichroic

§ September 2018	
  dichroic replacement	
  test:	
  the	
  shadow-­‐zone	
   disappeared at	
  1mm	
  at	
  the	
  price of	
  huge
distortion of	
  the	
  2mm	
  beam :	
  the	
  current dichroic has	
  been	
  re-­‐installed.	
  



Photometric check	
  using secondary calibrators
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§ We use	
  MWC349:	
  	
  routinely monitored using PdBI/NOEMA	
  and	
  VLA	
  à the	
  most reliable flux	
  densities
expectation	
  at	
  the	
  NIKA2	
  frequencies

Atmospheric opacity
correction	
  
using the	
  225GHz	
  taumeter

using NIKA2	
  skydip

§ less flux	
  ratio	
  dispersion	
  using NIKA2	
  skydip than using taumeter

= e�⌧⌫ x



Photometric check	
  using secondary calibrators
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§ We use	
  MWC349:	
  	
  routinely monitored using PdBI/NOEMA	
  and	
  VLA	
  à the	
  most reliable flux	
  densities
expectation	
  at	
  the	
  NIKA2	
  frequencies

Atmospheric opacity
correction	
  
using the	
  225GHz	
  taumeter

using NIKA2	
  skydip

§ less flux	
  ratio	
  dispersion	
  using NIKA2	
  skydip than using taumeter

§ BUT small correlationwith the	
  atmospheric transmission	
  at	
  1mm

= e�⌧⌫ x



Baseline	
  calibration:	
  the	
  corrected skydip method
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§ for	
  the	
  baseline calibration,	
  we use	
  a	
  corrected version	
  of	
  the	
  NIKA2	
  skydip opacity estimates =	
  aka
corrected skydip

§ we fit	
  a	
  correcting factor	
  to	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  so that the	
  flux	
  density is constant	
  for	
  all	
  the	
  scans	
  of	
  MWC349	
  
taken at	
  N2R9	
  (68	
  scans)

§ stability checks using the	
  3	
  reference campaigns (N2R9	
  +	
  N2R12	
  +	
  N2R14)

S
⌫

= S̃
⌫

ea⌫⌧skydip x

⌧skydip

a_A1	
  =	
  1.36	
  ± 0.04;	
  	
  	
  	
  a_A3	
  =	
  1.23	
  ± 0.02;	
  	
  	
  	
  a_1mm	
  =	
  1.27	
  ± 0.03;	
  	
  	
  	
  a_A2	
  =	
  1.03	
  ± 0.03

using corrected
skydip
=	
  Baseline

Using the	
  corrected skydip opacity estimate,	
  MWC349	
  flux	
  density measurements are	
  stable	
  against
the	
  atmospheric opacity and	
  consistent	
  for	
  3	
  campaigns

= e�⌧⌫ x



Statistical calibration	
  uncertainties
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§ we compute the	
  rms of	
  the	
  median-­‐to-­‐measured flux	
  densities

§ we use	
  all	
  the	
  scans	
  of	
  bright (>	
  1	
  Jy)	
  sources	
  to	
  estimate the	
  statistical calibration	
  uncertainties

1mm 2mm

5.7	
  %	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  3%

7.9	
  %	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  3.8%

Baseline

Taumeter

264	
  scans

= e�⌧⌫ x
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§ we compute the	
  rms of	
  the	
  median-­‐to-­‐measured flux	
  densities

§ we use	
  all	
  the	
  scans	
  of	
  bright (>	
  1	
  Jy)	
  sources	
  to	
  estimate the	
  statistical calibration	
  uncertainties

1mm 2mm

5.7	
  %	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  3%

Baseline
264	
  scans



Systematic calibration	
  uncertainties
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§ Uranus	
  model	
  uncertainties 5%	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  5%

§ Uncertainties on	
  the	
  corrected skydip factor	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  =	
  0.03	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  

§ Precision of	
  the	
  bandpass measurement (used for	
  color correction)	
  	
  1%	
  	
  	
  	
  	
  	
  	
  

�askydip⌫ = 0.04

reference IRAM	
  30m	
  winter conditions	
  (pwv =	
  2mm,	
  el	
  =	
  60°)	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  0.6%	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  0.3%

mediocre observing conditions	
   	
  tau_nu x	
  =	
  0.7	
  @	
  1mm,	
  0.5	
  @	
  2mm 2%	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  1.5%	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  

depends on	
  the	
  source	
  SED,	
  but	
  neglectible in	
  most of	
  the	
  cases	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  <0.1	
  %

1mm 2mm

All	
  effects depending on	
  the	
  observing conditions	
  or	
  source	
  properties are	
  accounted for	
  in	
  the	
  rms
estimates

Other effects that are	
  not	
  accounted for	
  include :	
  



Calibrating during the	
  afternoon I/II
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§ Temperature-­‐induced variation	
  of	
  the	
  beam size	
  during sunrise and	
  afternoon à Flux	
  variation

§ Basic	
  idea:	
  jointly monitor	
  the	
  beam size	
  &	
  the	
  flux	
  to	
  correct	
  for	
  this effect

S
pcorr

= f(FWHM) S
photometric correction

§ We use	
  pointing scans	
  to	
  monitor	
  the	
  FWHM

§ 4	
  subscans of	
  10	
  s	
  :	
  enough to	
  project a	
  map and	
  fit	
  the	
  FWHM

§ one	
  pointing per	
  hour :	
  enough to	
  monitor	
  the	
  FWHM

§ interpolation	
  of	
  the	
  FWHM	
  at	
  the	
  time	
  of	
  the	
  scan	
  =	
  FWHMpointing

§ Comparison of	
  FWHMpointing for	
  bright sources	
  and	
  the	
  fitted FWHM	
  on	
  the	
  map
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We repeat the	
  absolute calibration	
  using the	
  photometric correction	
  and	
  compare	
  to	
  the	
  baseline results

1mm 2mm

5.7	
  %	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  3%

4.9	
  %	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  2.4%

Baseline

Pointing
Photometric
Correction

264	
  scans

Calibrating during the	
  afternoon II/II

264	
  +20	
  scans

MWC349	
  measured-­‐to-­‐expected flux	
  ratio rms calibration	
  uncertainties
on	
  bright (>	
  1Jy)	
  sources

Encouraging results:	
  alternative	
  method if	
  precise FWHM	
  monitoring	
  is made	
  (using dedicated scans)



Sensitivity
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Data	
  set:	
  we use	
  deep integration (about	
  3hrs)	
  on	
  a	
  moderately weak source	
  (NIKA1	
  fluxes:	
  
37mJy@1.2mm	
  &	
  9mJy@2.1mm),	
  HLS	
  J0918+5142

Noise	
  Equivalent	
  Flux	
  Density (NEFD):	
  the	
  1σ error on	
  the	
  flux	
  density in	
  1s	
  of	
  on-­‐source	
  integration time	
  

on-­‐source	
   time	
  spent by	
  a	
  detector

§ the	
  flux	
  uncertainties scale down	
  as	
  1/sqrt(time)

§ both methods give consistent	
  results

HLS091828
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A1&A3: 0.04 + 30.4 t1/2
A3:    0.05 + 38.4 t1/2
A2:    0.01 +  8.5 t1/2
A1:    0.13 + 46.6 t1/2

1/sqrt(time)

�S(t) = NEFDe⌧⌫ x/
p
t
det

τ / sin(el)

N
EF
D	
  
	
  	
  [
	
  m
Jy
s1

/2
	
   ]

σ
S
[	
  m

Jy
]

A1 46.6	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  45.7
A3	
   38.4	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  36.3
A1&A3 30.4	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  28.5

A2 8.5	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  8.2

NEFD	
  	
  	
  [	
  mJy s1/2	
  ]



Sensitivity vs	
  atmospheric conditions	
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§ NEFD	
  estimates using >1000	
  scans	
  of	
  sub-­‐Jy sources	
  acquired during 3	
  campaigns

e⌧⌫ x

§ Mapping speed:	
  the	
  sky area	
  that can be mapped at	
  a	
  noise	
  level of	
  1mJy	
  in	
  1	
  hour Ms = ⌘
⇡

4
d2FOV

1

NEFD2

A1&A3 A2

NEFD [	
  mJy s1/2	
  ] 30 ± 3 9 ± 1

Ms	
  	
  	
  	
  	
  	
  	
   [arcmin2 /	
  mJy2 /	
  h	
  ] 111 ± 11 1388 ± 174

§ State-­‐of-­‐the-­‐art	
  mapping speed	
  :	
  mJy-­‐scale source	
  can be detected in	
  less than 1	
  hour of	
  integration!



Performance	
  summary
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The	
  performance	
  assessment relies	
  on	
  	
  the	
  baseline calibration	
  method (FWHM_0	
  Gaussian amplitude)
We have	
  used all	
  scans	
  of	
  3	
  observation	
  campaigns taken during the	
  16h	
  most stable	
  hours of	
  the	
  day

L. Perotto et al.: Calibration and Performance of the NIKA2 camera at the IRAM 30-meter Telescope

Table 20. Summary of the main characteristics describing NIKA2 measured performance

Array 1&3 Array 2 Reference

Reference Wavelength [mm] 1.15 2.00
Reference Frequency [GHz] 260 150 Sect. 8.1.1

Frequency [GHz] 254.7-257.4 150.9 Sect. 2.5
Bandwidth [GHz] 49.2-48.0 40.7

Number of designed detectors 1140 616 Sect. 2.3
Number of valid detectorsa 952-961 553 Sect. 5.1

Fraction of valid detectors [%] 84 90
Pixel size in beam sampling unitb [F�] 1.1 0.87 Sect. 5.2

FWHMc [arcsec] 11.1 ± 0.2 17.6 ± 0.1 Sect. 6.2
Beam e�ciencyd [%] 55 ± 3 77 ± 2 Sect. 6.3

Relative rms FWHM on the FOV [%] 6 3 Adam et al. (2018)
Reference FWHMe [arcsec] 12.5 18.5 Sect. 8.1.1

Reference Beam e�ciencyf [% ] 70 ± 4 85 ± 3 Sect. 8.1.3
Rms pointing error [arcsec] < 3 Sect. 3.2

Absolute calibration uncertainty [%] 5 Sect. A.1
Relative rms calibration error [%] 5.7 3.0 Sect. 9.2
↵ noise integration in timeg 0.5 0.5 Sect. 10.3

NEFDh [mJy · s1/2/beam] 30 ± 3 9 ± 1 Sect. 10.3
Ms

i [arcmin2/h/mJy2] 111 ± 11 1388 ± 174

Notes.
(a) Number of usable detectors, which have been selected in at least two FOV reconstructions (b) Calculated from real array pixel size [2.75 mm /
2.0 mm] and unvignetted entrance pupil diameter [27m] (c) Full-width at half-maximum of the main beam using the combined results of the three
methods (d) Ratio between the main beam power and the total beam power up to a radius of 180 arcsec (e) Full-width at half-maximum of the beam
used in our reference photometric system (f) Ratio between the reference FWHM beam power and the total beam power up to a radius of 180
arcsec (g) E↵ective power law of noise reduction with integration time (h) NEFD extrapolated at zero opacity (i) Mapping speed at zero opacity

2. While the full beam pattern presents a complex structure, the
main beam is well described with a 2D Gaussian of FWHM
of 1100 for the 1 mm channel arrays and 17.600 for Array 2,
with uncertainties of 0.200 for the combination of Array 1&3
and for Array 2. Comparing the main beam fit to the mea-
sured full beam, we have derived the main beam e�ciency
up to a radius of 18000. We found beam e�ciencies of 55±3%
at 1 mm and 77 ± 2% at 2 mm. For taking into account the
fraction of the full beam stemming from beyond 18000, the
beam e�ciency estimates must be corrected by a factor of
about 0.65 at 1 mm and about 0.8 at 2 mm (Greve et al. 2010;
Kramer et al. 2013). Using individual map per KID, Adam
et al. (2018) reported an rms dispersion of the main beam
FWHM across the FOV of about 0.600 at both wavelengths.

3. We evaluated the statistical calibration uncertainties using
264 scans of sources selected on the observing UT hour basis
and whose flux density is above about one Jy/beam. We find
rms calibration uncertainties of about 6% at 1 mm and about
3% at 2 mm, which are state-of-the-art performance for an
instrument operated at these wavelengths.

4. The noise does well integrate as the square root of the in-
tegration time for series of scans acquired in similar ob-
serving conditions. We have derived robust estimate of the
NEFD using more than one thousand scans encompassing a
large range of observing conditions. We found NEFD at zero
atmospheric opacity of 30 ± 3 mJy/beam.s1/2 at 1 mm and
9±1 mJy/beam.s1/2 at 2 mm. Furthermore, better NEFD have
been found using homogeneous series of about one hundred
scans of e.g. HLS J0918+5142 . The conservative NEFD es-
timate reaches the goal value at 2 mm. However, it is mea-
sured as slightly above the specifications at 1 mm. Indeed,

the instrumental sensitivity at 1 mm is at present mainly lim-
ited by the non-optimal transmission of the air-gap dichroic,
mostly prominent in one polarisation (A1) but a↵ecting the
other (A3) as well. In addition to the dichroic upgrade, fur-
ther possible areas of improvements for the 1 mm observa-
tion channel are: 1) improve the data processing and in par-
ticular the noise decorrelation methods, 2) increase the band-
width of the 1 mm arrays (subjected to the improvement of
the dichroic) and 3) upgrade the surface of the telescope.

5. NIKA2 mapping capabilities are better estimated by evalu-
ating the mapping speed, which is defined as the sky area
that is covered in one hour of observation to a noise level of
1 mJy. We found mapping speeds at zero atmospheric opac-
ity of 111 and 1388 arcmin2mJy�2h�1 at 1 mm and 2 mm.
NIKA2 mapping speed is thus at least an order of magni-
tude better than the previous generation of the IRAM 30-m
telescope resident instruments (Catalano et al. 2014; Staguhn
et al. 2011; Kreysa et al. 1999).

The main characteristics that define the NIKA2 performance
are summarized in Table 20. We conclude that NIKA2 has
unique capabilities in fast dual-band mapping at tens arcsecond
resolution. NIKA2 performance meet the requirements to ad-
dress some of the most exciting open questions in astrophysics
and cosmology.
Acknowledgements. We would like to thank the IRAM sta↵ for their support
during the campaigns. The NIKA dilution cryostat has been designed and built
at the Institut Néel. In particular, we acknowledge the crucial contribution of the
Cryogenics Group, and in particular Gregory Garde, Henri Rodenas, Jean Paul
Leggeri, Philippe Camus. This work has been partially funded by the Foundation
Nanoscience Grenoble, the LabEx FOCUS ANR-11-LABX-0013 and the ANR
under the contracts "MKIDS", "NIKA" and ANR-15-CE31-0017. This work
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NIKA2	
  has	
  state-­‐of-­‐the	
  art	
  performance	
  and	
  unique	
  capabilities



Future	
  improvements
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§ The	
  baseline calibration	
  method relies	
  on	
  a	
  « simple	
  and	
  robust »	
  noise	
  decorrelation,	
  well-­‐suited
for	
  point-­‐source	
  study.	
  Other methods are	
  currently developped to
§ improve the	
  measure of	
  the	
  Beam Efficiency and	
  measure at	
  radius	
  larger than 180’’	
  
§ improve the	
  removal of	
  the	
  correlated noise	
  	
   [seeNico’s Talk]

§ Better treatment of	
  the	
  time	
  of	
  the	
  day impacted by	
  the	
  temperature-­‐induced beam variations
§ beam size	
  monitoring	
  using the	
  pointing scans	
  is promising but	
  not	
  sufficient :	
  need dedicated

scans	
  for	
  an	
  accurate monitoring	
  of	
  the	
  beam

§ the	
  sensitivity of	
  Array 1	
  is mainly limited by	
  a	
  non-­‐optimal	
  transmission	
  of	
  the	
  current dichroic

Software-­‐based improvements

Hardware-­‐based improvements

§ the	
  temperature-­‐induced beam variation	
  is worsened by	
  the	
  surface	
  of	
  the	
  30m	
  primarymirror

A	
  large	
  amount of	
  good-­‐quality science	
  data	
  are	
  available:	
  	
  a	
  wealth of	
  astrophysical and	
  
cosmological results are	
  coming!	
  	
  	
  

[seeAlessandro’s Talk]
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High-­resolution SZ  observation  of  high-­z  clusters  is a  key  tool for  cluster  cosmology

NIKA2	
  SZ	
  Large	
  Program	
  (2018-­‐2023,	
  300	
  h	
  of	
  guaranteed time)
high-­‐resolution tSZ mapping of	
  50	
  clusters	
  
+	
  X-­‐ray	
  follow-­‐up	
   (XMM-­‐Newton	
  &	
  Chandra)

NIKA2:	
  a	
  unique	
  dual-­‐band,	
   large	
  (6.5	
  arcmin)	
  FoV,	
  high	
   (<	
  20’’)	
  angular resolution experiment

+	
  10	
  clusters	
  have	
  been	
  observed during the	
  Winter	
  2018	
  campaign

commisioned and	
  opened to	
  the	
  community since October 2017

main	
  expected output:	
   constraints on	
  redshift evolution of	
  the	
  pressure	
  
profile	
  and	
  the	
  mass-­‐observable	
  relation	
  

Promising results obtained from the	
  analysis of	
  the	
  first	
  NIKA2	
  cluster
Impact	
  of	
  the	
  dynamical state	
  on	
  the	
  estimated integrated quantities

The	
  results presented here are	
  the	
  fruit	
  of	
  a	
  huge amount of	
  work by	
  the	
  NIKA2	
  collaboration
Involving 150	
  people	
  in	
  18	
  institutes	
  (NIKA2	
  consortium	
  +	
  IRAM)
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Noise	
  properties

Noise	
  power	
  spectrum at	
  150	
  GHz

Kid-­‐Kid	
  correlation matrix	
  at	
  150	
  GHz

Common	
  mode	
  subtraction PCA	
  decorrelation

§ Dominant	
  noise	
  is the	
  atmospheric fluctuations:	
  
o inducing strong 1/f	
  noise	
  spectrun
o As	
  it is seen by	
  all	
  the	
  detectors,	
  it can be decorrelated

§ After decorrelation,	
  correlated noise	
   residuals from the	
  
atmosphere and	
  the	
  electronics at	
  sub-­‐dominant level in	
  the	
  
maps

§ …which do	
  not	
  affect	
  the	
  noise	
  scaling down	
  with integration time	
  :	
  we checked that the	
  flux	
  uncertainties
reduce as	
  1/sqrt(t)



Calibration  et  performance

150 GHz 260	
  GHz
Number of	
  detectors 616	
  	
  (553) 2x	
  1140	
  (960)
FoV diameter 6.5‘ 6.5’

Angular resolution:	
  FWHM	
   17.6’’	
  ± 0.2’’ 11.1’’	
  ± 0.1’’
Calibration	
  uncertainties (rms) 3% 6%
Sensitivity:	
  NEFD 9	
  ± 1	
  mJy.s1/2 30 ± 3	
  mJy.s1/2



Multi-­‐scan	
  calibration

17/27

§ We monitor	
  Uranus flux	
  during the	
  campaign and	
  estimate the	
  expected-­‐to-­‐measured flux	
  ratio

using NIKA2	
  skydip

Atmospheric opacity
correction	
  
using the	
  225GHz	
  
taumeter

§ no	
  significant correlationwith the	
  atmosperic transmission
§ more	
  rms dispersion	
  using « taumeter »	
  than « NIKA2	
  skydip »	
  

= e�⌧⌫ x



Diffuse	
  source	
  calibration

15/27

§ For	
  diffuse	
  source	
  or	
  aperture	
  photometry,	
  the	
  maps in	
  Jy/FWHM_0	
  must	
  be converted in	
  Jy/sr	
  

§ We estimate the	
  reference beam efficiency up	
  to	
  a	
  radius	
  of	
  180’’

§ For	
  aperture	
  photometry on	
  deep integration scan	
  or	
  for	
  studying very extended source,	
  	
  we must	
  
account for	
  the	
  power	
  stemming from 180’’	
  and	
  r_cut

§ We use	
  the	
  large-­‐scale beam pattern	
  characterisation using moon limb observations	
  with EMIR

§ …	
  to	
  calculate correcting factors to	
  BE_0	
  

Kramer et al. (2013)
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Table 13. Color correction factors for a target source S / ⌫↵s , as defined using Eq. 15.

Array ↵s

-2 -1 0 + 0.6 +1 +2 +3 +4

A1 0.876 0.916 0.951 0.969 0.981 1.005 1.024 1.037
A2 0.945 0.972 0.990 0.996 0.998 0.997 0.986 0.966
A3 0.907 0.940 0.967 0.980 0.987 1.001 1.009 1.011

Fig. 11. Average main beam flat fields obtained by combining the flat fields of five beammap scans. The top row plots show the normalised average
flat fields of Array 1, 3 and 2, respectively. The o↵set positions with respect to the center of the array are given in arcsecond in the Nasmyth
coordinate system. The color code gives the value of the KID calibration coe�cients, as defined in Eq. 18, normalised by the average
calibration coe�cient over all the KIDs of the array. The bottom plots show the average flat field distributions using all KIDs (blue), using
Array 1 KIDs that are positioned out of the shadow zone (green) and using Array 1 KIDs inside the shadow zone, which is defined in the text.

Table 14. Reference beam e�ciencies for Array 1, Array 3, Array 1&3
and Array 2

A1 A3 A1&3 A2

FWHM0 [arcsec] 12.5 12.5 12.5 18.5
BE0

a [% ] 70 ± 4 72 ± 4 70 ± 4 85 ± 3
⌘390 0.95 0.95 0.95 0.96
⌘tot 0.78 0.78 0.78 0.85

Notes.
(a) Reference Beam E�ciency, estimated as the ratio between the ref-
erence FWHM beam power and the total beam power up to a radius of
180 arcsec

to as the "shadow-zone”. This variation of the flat field trans-
lates into a broadening of the distribution. However, we verified
that A1’s flat field dispersions are in line with the ones of A3 af-

ter the detectors within the shadow-zone were flagged out using
a crescent-shaped mask. The masked flat field distributions are
shown in green in Fig. 11, whereas shadow-zone distributions
are in red. The same FOV patterning is also observed in the for-
ward beam flat fields, which excludes a main beam related issue.

The shadow zone e↵ect is caused by a misbehaving of the
dichroic in the polarised transmission which is out of speci-
fications. As a result, the 1 mm polarisation that illuminates
A1 is attenuated. This e↵ect, which implies a dependence of
the frequency cut-o↵ on the radiation incidence angle and
linear polarisation, was reproduced using optical simulations.
Furthermore, this hypothesis was verified using observations at
the technical campaign of September 2018. During this test cam-
paign, a new hot-pressed dichroic had been installed in place
of the current air-gap dichroic. The shadow zone variations of
the flat field for A1 were not observed during the September
2018 campaign, while huge distortions across the field of view
of A2 were reported. These distortions are due to the bending of
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Map =
BE0

2⇡�2
0

Ms

reference beam efficiency

solid angle	
  of	
  the	
  FWHM_0	
  Gaussian

⌘rc =

✓
1 +

⌦180<r<rc

⌦180

◆�1

account for	
  the	
  3	
  error beams up	
  to	
  390’’

account for	
  all	
  beam contributions

account for	
  the	
  power	
  up	
  to	
  180’’


