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Introduction
• Parton distribution functions (PDFs): a key ingredient in hadron collider physics.Why do we care about PDFs?

• The LHC is a Standard Model precision machine, and PDFs are a key ingredient in this. Increasingly a 
limiting factor:

W mass

W boson mass measurement

4

✦ PDFs are key inputs for precision programs at hadron colliders, e.g., precision electroweak measurements, 
searches for new physics beyond the SM, especially non-resonance signatures hiding in high mass tails 
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W Boson Mass Measurements from Different Experiments

SM expectation: M
W

 = 80,357 ± 4
inputs

 ± 4
theory

 (PDG 2020)
LHCb measurement : M

W
 = 80,354 ± 23

stat
 ± 10

exp
 ± 17

theory
 ± 9
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(a) dσ/dy for W− (left), W+ (middle), Z0 (right) boson production at the Tevatron.
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(b) dσ/dy for W− (left), W+ (middle), Z0 (right) boson production at the LHC with
√
S = 7 TeV.
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(c) dσ/dy for W− (left), W+ (middle), Z0 (right) boson production at the LHC with
√
S = 14 TeV.

Figure 7: Partonic contributions to the differential cross section of on-shell W±/Z boson production at LO as a
function of the vector boson rapidity. Partonic contributions containing a strange or anti-strange quark are denoted

by (red) dashed and (blue) dot-dashed lines. The solid lines show the total contribution.

duction, were studied in Refs. [55–57]. In the following,
we will investigate the influence of the PDFs on the ra-
pidity distributions of the Drell-Yan production process.
Conversely, it may be possible to use the W/Z production
process to further constrain the parton distribution func-
tions in general, and the strange quark PDF in particular.
As noted in Ref. [49], when looking for new physics sig-
nals it is important not to mix the information used to
constrain the PDFs and the new physics as this would
lead to circular reasoning.

As we move from the Tevatron to the LHC scatter-
ing processes, the kinematics of the incoming partons
changes considerably; in Fig. 6 we show the momentum
fractions xA and xB of the incoming parton A and par-
ton B for the Tevatron Run-2 (

√
S = 1.96 TeV) and

the LHC with
√
S = 7 TeV and

√
S = 14 TeV. The

solid (red) lines show the range of xA and xB probed by
W± and Z boson production. At the Tevatron, values
of xA,B down to 2× 10−3 are probed for large rapidities
of yW/Z = 3. However, at the LHC much smaller values

of xA and xB become important due to the larger CMS
energy and broader rapidity span. For

√
S = 7 TeV, the

PDFs are probed for x-values as small as 2 × 10−4 for
rapidities up to ∼ 4.5. With

√
S = 14 TeV, even larger

rapidities of y ∼ 5 and smaller values of xA/B of 4×10−5

might be reached.

A. LHC Measurements

The importance of the PDF uncertainties to the LHC
measurements was already evident in the 2010 and pre-
liminary 2011 data.

ATLAS presented measurements of the Drell-Yan W/Z
production at the

√
S = 7 TeV with 35 pb−1 [58]. These

results include not only the measurement of total cross
section and transverse distributions, but also a first mea-
surement of the rapidity distributions for Z → l+l− as
well as W+ → l+νl and W− → l−ν̄l. Additionally,
ATLAS has used W/Z production to infer constraints
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(a) dσ/dy for W− (left), W+ (middle), Z0 (right) boson production at the Tevatron.
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(b) dσ/dy for W− (left), W+ (middle), Z0 (right) boson production at the LHC with
√
S = 7 TeV.
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(c) dσ/dy for W− (left), W+ (middle), Z0 (right) boson production at the LHC with
√
S = 14 TeV.

Figure 7: Partonic contributions to the differential cross section of on-shell W±/Z boson production at LO as a
function of the vector boson rapidity. Partonic contributions containing a strange or anti-strange quark are denoted

by (red) dashed and (blue) dot-dashed lines. The solid lines show the total contribution.

duction, were studied in Refs. [55–57]. In the following,
we will investigate the influence of the PDFs on the ra-
pidity distributions of the Drell-Yan production process.
Conversely, it may be possible to use the W/Z production
process to further constrain the parton distribution func-
tions in general, and the strange quark PDF in particular.
As noted in Ref. [49], when looking for new physics sig-
nals it is important not to mix the information used to
constrain the PDFs and the new physics as this would
lead to circular reasoning.

As we move from the Tevatron to the LHC scatter-
ing processes, the kinematics of the incoming partons
changes considerably; in Fig. 6 we show the momentum
fractions xA and xB of the incoming parton A and par-
ton B for the Tevatron Run-2 (

√
S = 1.96 TeV) and

the LHC with
√
S = 7 TeV and

√
S = 14 TeV. The

solid (red) lines show the range of xA and xB probed by
W± and Z boson production. At the Tevatron, values
of xA,B down to 2× 10−3 are probed for large rapidities
of yW/Z = 3. However, at the LHC much smaller values

of xA and xB become important due to the larger CMS
energy and broader rapidity span. For

√
S = 7 TeV, the

PDFs are probed for x-values as small as 2 × 10−4 for
rapidities up to ∼ 4.5. With

√
S = 14 TeV, even larger

rapidities of y ∼ 5 and smaller values of xA/B of 4×10−5

might be reached.

A. LHC Measurements

The importance of the PDF uncertainties to the LHC
measurements was already evident in the 2010 and pre-
liminary 2011 data.

ATLAS presented measurements of the Drell-Yan W/Z
production at the

√
S = 7 TeV with 35 pb−1 [58]. These

results include not only the measurement of total cross
section and transverse distributions, but also a first mea-
surement of the rapidity distributions for Z → l+l− as
well as W+ → l+νl and W− → l−ν̄l. Additionally,
ATLAS has used W/Z production to infer constraints

W-boson charge W+ W� Combined
Kinematic distribution p`T mT p`T mT p`T mT

�mW [MeV]
Fixed-order PDF uncertainty 13.1 14.9 12.0 14.2 8.0 8.7
AZ tune 3.0 3.4 3.0 3.4 3.0 3.4
Charm-quark mass 1.2 1.5 1.2 1.5 1.2 1.5
Parton shower µF with heavy-flavour decorrelation 5.0 6.9 5.0 6.9 5.0 6.9
Parton shower PDF uncertainty 3.6 4.0 2.6 2.4 1.0 1.6
Angular coe�cients 5.8 5.3 5.8 5.3 5.8 5.3

Total 15.9 18.1 14.8 17.2 11.6 12.9

Table 3: Systematic uncertainties in the mW measurement due to QCD modelling, for the di↵erent kinematic dis-
tributions and W-boson charges. Except for the case of PDFs, the same uncertainties apply to W+ and W�. The
fixed-order PDF uncertainty given for the separate W+ and W� final states corresponds to the quadrature sum of
the CT10nnlo uncertainty variations; the charge-combined uncertainty also contains a 3.8 MeV contribution from
comparing CT10nnlo to CT14 and MMHT2014.

6.5 Uncertainties in the QCD modelling

Several sources of uncertainty related to the perturbative and non-perturbative modelling of the strong
interaction a↵ect the dynamics of the vector-boson production and decay [33, 102–104]. Their impact
on the measurement of mW is assessed through variations of the model parameters of the predictions
for the di↵erential cross sections as functions of the boson rapidity, transverse-momentum spectrum at
a given rapidity, and angular coe�cients, which correspond to the second, third, and fourth terms of
the decomposition of Eq. (2), respectively. The parameter variations used to estimate the uncertainties
are propagated to the simulated event samples by means of the reweighting procedure described in Sec-
tion 6.4. Table 3 shows an overview of the uncertainties due to the QCD modelling which are discussed
below.

6.5.1 Uncertainties in the fixed-order predictions

The imperfect knowledge of the PDFs a↵ects the di↵erential cross section as a function of boson rapidity,
the angular coe�cients, and the pW

T distribution. The PDF contribution to the prediction uncertainty is
estimated with the CT10nnlo PDF set by using the Hessian method [105]. There are 25 error eigenvectors,
and a pair of PDF variations associated with each eigenvector. Each pair corresponds to positive and
negative 90% CL excursions along the corresponding eigenvector. Symmetric PDF uncertainties are
defined as the mean value of the absolute positive and negative excursions corresponding to each pair of
PDF variations. The overall uncertainty of the CT10nnlo PDF set is scaled to 68% CL by applying a
multiplicative factor of 1/1.645.

The e↵ect of PDF variations on the rapidity distributions and angular coe�cients are evaluated with
DYNNLO, while their impact on the W-boson pT distribution is evaluated using Pythia 8 and by re-
weighting event-by-event the PDFs of the hard-scattering process, which are convolved with the LO
matrix elements. Similarly to other uncertainties which a↵ect the pW

T distribution (Section 6.5.2), only
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High-mass BSM cross-sections
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BLUE: vary sin2"eff for fixed pdf
ORANGE: NNPDF3.0 pdf uncertainty for fixed sin2"eff

… such as precision MW, sin2"W (where small discrepancies may indicate BSM physics) 
and Higgs, are also limited by pdf uncertainties at medium x, where we know 
pdfs best!

AFB: forward-backward asymmetry

13

PDFs in  - CMSsin2 θl
eff

LHC measurements rely on the correlation pattern in the PDFs to reduce their 
impact on the weak mixing angle

PDF uncertainty of  vs 
MSHT14/NNPDF30 spread of 

3 ⋅ 10−4

6 ⋅ 10−4

PDF reweighting
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Figure 2: Transverse-momentum distribution of / bosons predicted with DYTurbo [36] at different values of Us (</ ),
using the MSHT20 PDF set [37]. The impact of changing Us (</ ) on the PDFs is included.

2 ATLAS detector and data sample

The ATLAS experiment [46] at the LHC is a multipurpose particle detector with a forward–backward
symmetric cylindrical geometry and a near 4c coverage in solid angle.3 It consists of an inner tracking
detector surrounded by a thin superconducting solenoid providing a 2 T axial magnetic field, electromagnetic
and hadron calorimeters, and a muon spectrometer. The inner tracking detector covers the pseudorapidity
range |[ | < 2.5. It consists of silicon pixel, silicon microstrip, and transition radiation tracking detectors.
Lead/liquid-argon (LAr) sampling calorimeters provide electromagnetic (EM) energy measurements
with high granularity. A steel/scintillator-tile hadron calorimeter covers the central pseudorapidity range
(|[ | < 1.7). The endcap and forward regions are instrumented with LAr calorimeters for both the EM and
hadronic energy measurements up to |[ | = 4.9. The muon spectrometer surrounds the calorimeters and is
based on three large superconducting air-core toroidal magnets with eight coils each. The field integral of
the toroids ranges between 2.0 and 6.0 T m across most of the detector. The muon spectrometer includes a
system of precision chambers for tracking and fast detectors for triggering. A three-level trigger system is
used to select events. The first-level trigger is implemented in hardware and uses a subset of the detector
information to accept events at a rate of at most 75 kHz. This is followed by two software-based trigger
levels that together reduce the accepted event rate to 400 Hz on average depending on the data-taking
conditions during 2012. An extensive software suite [47] is used in data simulation, in the reconstruction
and analysis of real and simulated data, in detector operations, and in the trigger and data acquisition
systems of the experiment. The data were collected by the ATLAS detector in 2012 at a centre-of-mass

3 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the
detector and the I-axis along the beam pipe. The G-axis points from the IP to the centre of the LHC ring, and the H-axis
points upwards. Cylindrical coordinates (A, q) are used in the transverse plane, q being the azimuthal angle around the I-axis.
The pseudorapidity is defined in terms of the polar angle \ as [ = � ln tan(\/2). Angular distance is measured in units of
�' ⌘

p
(�[)2 + (�q)2.

4
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(a) dσ/dy for W− (left), W+ (middle), Z0 (right) boson production at the Tevatron.
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(b) dσ/dy for W− (left), W+ (middle), Z0 (right) boson production at the LHC with
√
S = 7 TeV.

        y-4 -2 0 2 4

/d
y 

[n
b]

σ
   

  d

-210

-110

1

10
   LHC 14−W

du
dc

sc

su

        y-4 -2 0 2 4

/d
y 

[n
b]

σ
   

  d

-210

-110

1

10
   LHC 14W+

du

dc

sc

su

           y-4 -2 0 2 4

/d
y 

[n
b]

σ
   

 d

-210

-110

1

10
  LHC 140Z

uu

cc

ssdd

(c) dσ/dy for W− (left), W+ (middle), Z0 (right) boson production at the LHC with
√
S = 14 TeV.

Figure 7: Partonic contributions to the differential cross section of on-shell W±/Z boson production at LO as a
function of the vector boson rapidity. Partonic contributions containing a strange or anti-strange quark are denoted

by (red) dashed and (blue) dot-dashed lines. The solid lines show the total contribution.

duction, were studied in Refs. [55–57]. In the following,
we will investigate the influence of the PDFs on the ra-
pidity distributions of the Drell-Yan production process.
Conversely, it may be possible to use the W/Z production
process to further constrain the parton distribution func-
tions in general, and the strange quark PDF in particular.
As noted in Ref. [49], when looking for new physics sig-
nals it is important not to mix the information used to
constrain the PDFs and the new physics as this would
lead to circular reasoning.

As we move from the Tevatron to the LHC scatter-
ing processes, the kinematics of the incoming partons
changes considerably; in Fig. 6 we show the momentum
fractions xA and xB of the incoming parton A and par-
ton B for the Tevatron Run-2 (

√
S = 1.96 TeV) and

the LHC with
√
S = 7 TeV and

√
S = 14 TeV. The

solid (red) lines show the range of xA and xB probed by
W± and Z boson production. At the Tevatron, values
of xA,B down to 2× 10−3 are probed for large rapidities
of yW/Z = 3. However, at the LHC much smaller values

of xA and xB become important due to the larger CMS
energy and broader rapidity span. For
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S = 7 TeV, the

PDFs are probed for x-values as small as 2 × 10−4 for
rapidities up to ∼ 4.5. With
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S = 14 TeV, even larger

rapidities of y ∼ 5 and smaller values of xA/B of 4×10−5

might be reached.

A. LHC Measurements

The importance of the PDF uncertainties to the LHC
measurements was already evident in the 2010 and pre-
liminary 2011 data.

ATLAS presented measurements of the Drell-Yan W/Z
production at the

√
S = 7 TeV with 35 pb−1 [58]. These

results include not only the measurement of total cross
section and transverse distributions, but also a first mea-
surement of the rapidity distributions for Z → l+l− as
well as W+ → l+νl and W− → l−ν̄l. Additionally,
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Figure 7: Partonic contributions to the differential cross section of on-shell W±/Z boson production at LO as a
function of the vector boson rapidity. Partonic contributions containing a strange or anti-strange quark are denoted

by (red) dashed and (blue) dot-dashed lines. The solid lines show the total contribution.

duction, were studied in Refs. [55–57]. In the following,
we will investigate the influence of the PDFs on the ra-
pidity distributions of the Drell-Yan production process.
Conversely, it may be possible to use the W/Z production
process to further constrain the parton distribution func-
tions in general, and the strange quark PDF in particular.
As noted in Ref. [49], when looking for new physics sig-
nals it is important not to mix the information used to
constrain the PDFs and the new physics as this would
lead to circular reasoning.

As we move from the Tevatron to the LHC scatter-
ing processes, the kinematics of the incoming partons
changes considerably; in Fig. 6 we show the momentum
fractions xA and xB of the incoming parton A and par-
ton B for the Tevatron Run-2 (

√
S = 1.96 TeV) and

the LHC with
√
S = 7 TeV and

√
S = 14 TeV. The

solid (red) lines show the range of xA and xB probed by
W± and Z boson production. At the Tevatron, values
of xA,B down to 2× 10−3 are probed for large rapidities
of yW/Z = 3. However, at the LHC much smaller values

of xA and xB become important due to the larger CMS
energy and broader rapidity span. For

√
S = 7 TeV, the

PDFs are probed for x-values as small as 2 × 10−4 for
rapidities up to ∼ 4.5. With

√
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rapidities of y ∼ 5 and smaller values of xA/B of 4×10−5

might be reached.

A. LHC Measurements

The importance of the PDF uncertainties to the LHC
measurements was already evident in the 2010 and pre-
liminary 2011 data.

ATLAS presented measurements of the Drell-Yan W/Z
production at the

√
S = 7 TeV with 35 pb−1 [58]. These

results include not only the measurement of total cross
section and transverse distributions, but also a first mea-
surement of the rapidity distributions for Z → l+l− as
well as W+ → l+νl and W− → l−ν̄l. Additionally,
ATLAS has used W/Z production to infer constraints

W-boson charge W+ W� Combined
Kinematic distribution p`T mT p`T mT p`T mT

�mW [MeV]
Fixed-order PDF uncertainty 13.1 14.9 12.0 14.2 8.0 8.7
AZ tune 3.0 3.4 3.0 3.4 3.0 3.4
Charm-quark mass 1.2 1.5 1.2 1.5 1.2 1.5
Parton shower µF with heavy-flavour decorrelation 5.0 6.9 5.0 6.9 5.0 6.9
Parton shower PDF uncertainty 3.6 4.0 2.6 2.4 1.0 1.6
Angular coe�cients 5.8 5.3 5.8 5.3 5.8 5.3

Total 15.9 18.1 14.8 17.2 11.6 12.9

Table 3: Systematic uncertainties in the mW measurement due to QCD modelling, for the di↵erent kinematic dis-
tributions and W-boson charges. Except for the case of PDFs, the same uncertainties apply to W+ and W�. The
fixed-order PDF uncertainty given for the separate W+ and W� final states corresponds to the quadrature sum of
the CT10nnlo uncertainty variations; the charge-combined uncertainty also contains a 3.8 MeV contribution from
comparing CT10nnlo to CT14 and MMHT2014.

6.5 Uncertainties in the QCD modelling

Several sources of uncertainty related to the perturbative and non-perturbative modelling of the strong
interaction a↵ect the dynamics of the vector-boson production and decay [33, 102–104]. Their impact
on the measurement of mW is assessed through variations of the model parameters of the predictions
for the di↵erential cross sections as functions of the boson rapidity, transverse-momentum spectrum at
a given rapidity, and angular coe�cients, which correspond to the second, third, and fourth terms of
the decomposition of Eq. (2), respectively. The parameter variations used to estimate the uncertainties
are propagated to the simulated event samples by means of the reweighting procedure described in Sec-
tion 6.4. Table 3 shows an overview of the uncertainties due to the QCD modelling which are discussed
below.

6.5.1 Uncertainties in the fixed-order predictions

The imperfect knowledge of the PDFs a↵ects the di↵erential cross section as a function of boson rapidity,
the angular coe�cients, and the pW

T distribution. The PDF contribution to the prediction uncertainty is
estimated with the CT10nnlo PDF set by using the Hessian method [105]. There are 25 error eigenvectors,
and a pair of PDF variations associated with each eigenvector. Each pair corresponds to positive and
negative 90% CL excursions along the corresponding eigenvector. Symmetric PDF uncertainties are
defined as the mean value of the absolute positive and negative excursions corresponding to each pair of
PDF variations. The overall uncertainty of the CT10nnlo PDF set is scaled to 68% CL by applying a
multiplicative factor of 1/1.645.

The e↵ect of PDF variations on the rapidity distributions and angular coe�cients are evaluated with
DYNNLO, while their impact on the W-boson pT distribution is evaluated using Pythia 8 and by re-
weighting event-by-event the PDFs of the hard-scattering process, which are convolved with the LO
matrix elements. Similarly to other uncertainties which a↵ect the pW

T distribution (Section 6.5.2), only
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BLUE: vary sin2"eff for fixed pdf
ORANGE: NNPDF3.0 pdf uncertainty for fixed sin2"eff

… such as precision MW, sin2"W (where small discrepancies may indicate BSM physics) 
and Higgs, are also limited by pdf uncertainties at medium x, where we know 
pdfs best!

AFB: forward-backward asymmetry

13

PDFs in  - CMSsin2 θl
eff

LHC measurements rely on the correlation pattern in the PDFs to reduce their 
impact on the weak mixing angle

PDF uncertainty of  vs 
MSHT14/NNPDF30 spread of 

3 ⋅ 10−4

6 ⋅ 10−4

PDF reweighting
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Figure 2: Transverse-momentum distribution of / bosons predicted with DYTurbo [36] at different values of Us (</ ),
using the MSHT20 PDF set [37]. The impact of changing Us (</ ) on the PDFs is included.

2 ATLAS detector and data sample

The ATLAS experiment [46] at the LHC is a multipurpose particle detector with a forward–backward
symmetric cylindrical geometry and a near 4c coverage in solid angle.3 It consists of an inner tracking
detector surrounded by a thin superconducting solenoid providing a 2 T axial magnetic field, electromagnetic
and hadron calorimeters, and a muon spectrometer. The inner tracking detector covers the pseudorapidity
range |[ | < 2.5. It consists of silicon pixel, silicon microstrip, and transition radiation tracking detectors.
Lead/liquid-argon (LAr) sampling calorimeters provide electromagnetic (EM) energy measurements
with high granularity. A steel/scintillator-tile hadron calorimeter covers the central pseudorapidity range
(|[ | < 1.7). The endcap and forward regions are instrumented with LAr calorimeters for both the EM and
hadronic energy measurements up to |[ | = 4.9. The muon spectrometer surrounds the calorimeters and is
based on three large superconducting air-core toroidal magnets with eight coils each. The field integral of
the toroids ranges between 2.0 and 6.0 T m across most of the detector. The muon spectrometer includes a
system of precision chambers for tracking and fast detectors for triggering. A three-level trigger system is
used to select events. The first-level trigger is implemented in hardware and uses a subset of the detector
information to accept events at a rate of at most 75 kHz. This is followed by two software-based trigger
levels that together reduce the accepted event rate to 400 Hz on average depending on the data-taking
conditions during 2012. An extensive software suite [47] is used in data simulation, in the reconstruction
and analysis of real and simulated data, in detector operations, and in the trigger and data acquisition
systems of the experiment. The data were collected by the ATLAS detector in 2012 at a centre-of-mass

3 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the
detector and the I-axis along the beam pipe. The G-axis points from the IP to the centre of the LHC ring, and the H-axis
points upwards. Cylindrical coordinates (A, q) are used in the transverse plane, q being the azimuthal angle around the I-axis.
The pseudorapidity is defined in terms of the polar angle \ as [ = � ln tan(\/2). Angular distance is measured in units of
�' ⌘

p
(�[)2 + (�q)2.

4
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(up to)

• Knowledge of PDFs and their uncertainties a limiting factor in LHC precision and BSM searches.

See my plenary talk on Monday!

2.2.1.1 Gluon fusion

In this section we document cross section predictions for a standard model Higgs boson produced through
gluon fusion in 27 TeV pp collisions. To derive predictions we include contributions based on pertur-
bative computations of scattering cross sections as studied in Ref. [47]. We include perturbative QCD
corrections through next-to-next-to-next-to-leading order (N3LO), electroweak (EW) and approximated
mixed QCD-electroweak corrections as well as effects of finite quark masses. The only modification
with respect to YR4 [45] is that we now include the exact N3LO heavy top effective theory cross section
of Ref. [48] instead of its previous approximation. The result of this modification is only a small change
in the central values and uncertainties. To derive theoretical uncertainties we follow the prescriptions
outlined in Ref. [47]. We use the following inputs:

ECM 27 TeV
mt(mt) 162.7 GeV
mb(mb) 4.18 GeV

mc(3 GeV) 0.986 GeV
↵S(mZ) 0.118

PDF PDF4LHC15_nnlo_100 [49]

(5)

All quark masses are treated in the MS scheme. To derive numerical predictions we use the program
iHixs [50].

Sources of uncertainty for the inclusive Higgs boson production cross section have been assessed
recently in refs. [47, 51, 52, 45]. Several sources of theoretical uncertainties were identified.

Fig. 1: The figure shows the linear sum of the different sources of relative uncertainties as a function
of the collider energy. Each coloured band represents the size of one particular source of uncertainty as
described in the text. The component �(PDF+↵S) corresponds to the uncertainties due to our imprecise
knowledge of the strong coupling constant and of parton distribution functions combined in quadrature.

– Missing higher-order effects of QCD corrections beyond N3LO (�(scale)).
– Missing higher-order effects of electroweak and mixed QCD-electroweak corrections at and be-

yond O(↵S↵) (�(EW)).
– Effects due to finite quark masses neglected in QCD corrections beyond NLO (�(t,b,c) and �(1/mt)).
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• The LHC is a Higgs factory: PDFs play a key role here.
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UPDATE!?

• The LHC is a BSM search machine. Often need 
PDFs here.

3

PDFs as a “necessary evil”

Accurate knowledge of the PDFs crucial for direct searches for new physics 
and for indirect searches through precision measurements

ATLAS-CONF-2023-004

• High mass = high     , where PDFs are less well 
known. Key when looking for small/smooth 
deviations.
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• Accuracy and precision in PDF determinations essential.
2



Global PDF fits: parameterisation

• Two distinct methodologies on the market to 
parameterising PDFs: Neural Nets (NNPDF) 
or Explicit Parameterisation (CT, MSHT). 

Understanding the Fitting Methodology

• Two fitting techniques - Neural Nets (NNPDF) or Explicit Parameterisation (CT, MSHT).

• Different approaches to PDF error definition - include explicit `tolerance’ or not to account for tensions/
inconsistencies in fit or not, and if so how to do it.
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We emphasise that the above discussion only corresponds to quite general expectations (as opposed to
direct QCD predictions), which do not for example account for the scale dependence of the PDFs. Thus
while the high and low x form of Eq. (71) is usually adopted, in modern fits the values of the powers
themselves are more generally left free where there is su�cient data to constrain them.

The I f (x) in Eq. (71) is the interpolating function, which determines the behaviour of the PDFs away
from the x ! 0 and 1 limits, where it tends to a constant value. This is assumed to be a smoothly varying
function of x, for which a variety of choices have been made in the literature. The simplest ansatz, which
has been very widely used, is to take a basic polynomial form in x (or

p
x), such as

I f (x) = 1 + c f
p

x + d f x + ... . (72)

Forms of this type are for example taken by the CJ and HERAPDF groups as well as in the MSTW08
analysis. A similar approach, but where the polynomial enters as the exponent of a power of x or a simple
exponential function, are taken by ABM and earlier CT sets, respectively.

Such a choice is appropriate for a relatively small number of parameters, say only two or three in
addition to a f and b f . However, as the precision and amount of the data included in the fit increases, it
becomes essential to allow for an increasingly flexible parameterisation. As discussed in [420], simply
adding more parameters to (72) can quickly run into the issue that large coe�cients appear, with large
cancellations between the terms. This leads to an unstable �2 minimisation and implausibly large variations
in x in certain regions. This issue may be solved by instead expanding the interpolating function in terms of
a basis of suitably chosen functions with the generic form

I f (x) =
nX

i=1

↵ f ,iPi(y(x)) , (73)

where y(x) is some simple function of x. Two possible choices for the functions Pi are Chebyshev and
Bernstein polynomials, which are used in the MMHT14 and CT14 sets, respectively. These are taken
because each order of the polynomials is strongly peaked at di↵erent values of y, and hence x, significantly
reducing the degree of correlation between the terms. In addition, as the order is increased these tend to
probe smaller scale variations in x, so that the smoothness requirement for I(x) naturally leads to smaller
coe�cients ↵ at higher i. Thus, while formally equivalent to the simple polynomial expansion in Eq. (72),
these are much more convenient for fitting as the number of free parameters n is increased.

An alternative approach is taken by the NNPDF group. Here, the interpolating function is modelled
with a multi–layer feed forward neural network (also known as a perceptron), see Sect. 5.3 for more details.
In practice, this allows for a greatly increased number of free parameters, with the latest default fit having 37
per PDF, that is around an order of magnitude higher than other sets. The form of Eq. (71) is still assumed,
but these are pre–processing factors that speed up the minimisation procedure and which do not in principle
have to be explicitly included. Nonetheless, the study of [419] has shown that the NNPDF fit does exhibit
high and low x behaviour that is consistent with Eq. (71), providing further support for such an assumption
in the choice of input PDF parametrization.

59

Figure 27: Comparison of the timings per data point between the original APPLgrid computation of hadronic cross-
sections, Eq. (68), with the same calculation based on the APFELgrid combination, Eq. (70), for a variety of LHC
datasets [62]. We find that the improvement in computational speed is between a factor 102 and a factor 103 depending
on the specific process.

4.1. PDF parametrization
We start by discussing di↵erent aspects related to the parameterization of the PDFs at the input scale

Q0, namely the choice of functional form, the theoretical constraints from the momentum and valence sum
rules and PDF positivity, and the various quark flavour assumptions used in PDF fits.

4.1.1. Choice of functional form
In order to extract the PDFs, a particular choice for their parameterisation in x at some input scale Q0

must be assumed, which can then be fit to the available data. As described in Sect. 2.4, given the PDFs at
some reference scale Q0, the DGLAP evolution equations can be used to determine the PDFs at any other
scale Q. Thus the PDFs are typically parameterised at a low scale Q2

0 ⇠ 1 � 2 GeV2, which can then be
evolved up to the scale relevant to e.g. LHC phenomenology. These parametrizations usually adopt the
generic form

x f (x,Q2
0) = A f xa f (1 � x)b f I f (x) . (71)

The (1 � x)b f term, with b f > 0, ensures that the PDFs vanish in the elastic x ! 1 limit, as we would
expect on basic physical grounds. Such a form is also expected from the quark counting rules [418] (see
also the discussion on [419]). There, in this elastic limit all the momentum is carried by the struck parton
and the remaining ns quark become spectators. An analysis of the scaling behaviour for elastic scattering
then predicts b f = 2ns � 1, that is b f = 3, 5 and 7 for the valence, sea and gluon PDFs, respectively.

The xa f form dominates at low x; in this region, the PDFs may be related to the high energy parton–
proton scattering amplitudes, which can be calculated using the tools of Regge theory. This scenario predicts
such a simple power–like form, with the precise value of the power a f being related to the leading Regge
trajectory that is exchanged; for non–singlet distributions (e.g. the valence quarks) this predicts a f ⇠ 0.5
and for singlet distributions (e.g. the gluon and the sea) this predicts a f ⇠ 0.
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in terms of the following set of basis functions for quark and antiquark PDFs:

Σ(x,Q2
0) =

(

u+ ū+ d+ d̄+ s+ s̄
)

(x,Q2
0)

T3(x,Q
2
0) =

(

u+ ū− d− d̄
)

(x,Q2
0)

V (x,Q2
0) =

(

u− ū+ d− d̄+ s− s̄
)

(x,Q2
0)

∆S(x,Q
2
0) =

(

d̄− ū
)

(x,Q2
0) (7)

s+(x,Q2
0) = (s+ s̄) (x,Q2

0)

s−(x,Q2
0) = (s− s̄) (x,Q2

0) ,

and then the gluon PDF g(x,Q2
0). This basis was chosen because it directly relates physical ob-

servables to PDFs, by making the leading order expression of some physical observables in terms
of the basis functions particularly simple: for example, T3 is directly related to the difference in
proton and deuteron deep-inelastic structure functions F p

2 − F d
2 , and ∆S is simply expressed in

terms of Drell-Yan production in proton-proton and proton-deuteron collisions, for which there
is data for example from the E866 experiment.

With the widening of the experimental dataset in NNPDF3.0, there is little reason to favor
any particular PDF combination based on data, and thus we prefer to choose the basis that
diagonalizes the DGLAP evolution equations. We emphasize that the only purpose of such
choices is to speed up the minimization while leaving results unaffected: independence of our
results of this basis change will be checked explicitly in Sects. 4.5.3 and 5 below. The default
basis in the NNPDF3.0 fits is thus

Σ(x,Q2
0) =

(

u+ ū+ d+ d̄+ s+ s̄
)

(x,Q2
0)

T3(x,Q
2
0) =

(

u+ ū− d− d̄
)

(x,Q2
0)

T8(x,Q
2
0) =

(

u+ ū+ d+ d̄− 2s− 2s̄
)

(x,Q2
0) (8)

V (x,Q2
0) =

(

u− ū+ d− d̄+ s− s̄
)

(x,Q2
0)

V3(x,Q
2
0) =

(

u− ū− d+ d̄
)

(x,Q2
0)

V8(x,Q
2
0) =

(

u− ū+ d− d̄− 2s+ 2s̄
)

(x,Q2
0),

and of course the gluon. Here, as in previous NNPDF fits, we do not introduce an independent
parametrization for the charm and anticharm PDFs (intrinsic charm). However we do plan to
do it in the near future.

As in all previous NNPDF fits, each basis PDF at the reference scale is parametrized in terms
of a neural network (specifically a multi-layer feed-forward perceptron) times a preprocessing
factor:

fi(x,Q0) = Aif̂i(x,Q0); f̂i(x,Q0) = x−αi(1− x)βi NNi(x) (9)

where Ai is an overall normalization constant, and fi and f̂i denote the normalized and un-
normalized PDF respectively. The preprocessing term x−αi(1−x)βi is simply there to speed up
the minimization, without biasing the fit. We now discuss the overall normalizations Ai, while
the preprocessing will be addressed in Sect. 3.2.2 below.

Out of the seven normalization constants, Ai in Eq. (9), three can be constrained by the
valence sum rules (for up, down and strange quarks) and another by the momentum sum rule.
Which particular combinations depends of course of the choice of basis. With the default
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CT, MSHT…

NNPDF

• All lead to different results. Better understanding/comparison clearly needed.

Figure 3.4. Comparison between the reduced PDF fits from the three groups, in the same format as in Fig. 3.1.
For the three groups, PDF errors correspond to 1� intervals. In the left panels, PDFs are displayed normalised to the
central value of the MSHT20 reduced PDF set.

to identify specific datasets causing observed differences by comparing the reduced fits at the level of the
dataset-by-dataset individual �

2. To separate the effects of differences in theory predictions from other
sources, the �

2 values for each common experiment of the three fits can be compared using a fixed PDF
parametrisation, specifically by adopting the PDF4LHC15 NNLO set as the common input PDF set. Where
such differences were seen, data and theory predictions themselves were directly compared to identify the
origin of the differences.

We therefore begin by comparing the PDFs and uncertainties from three reduced fits in Fig. 3.4 using
the same format as in Fig. 3.1. In the left panels, PDFs are displayed normalised to the central value of the
MSHT20 reduced PDF set. The main message from this comparison is that there is good general agreement
between the three reduced fits, with the error bands of most flavours overlapping over the wide x range.
Starting with the gluon, we note that all three groups agree within uncertainties over the entirety of the
x range. This finding strongly suggests that differences in the high-x gluon shape between the global fits
and relative to the reduced fits are driven by the datasets included. This region is investigated further in
App. C.2, and a further independent analysis is performed in App. D by examining the �

2 pulls of individual
experiments using the L2 sensitivity. The three singlet PDFs are also in very good agreement for all x.
The strangeness is also largely consistent, albeit the NNPDF3.1 central reduced fit is notably high around
10�2 . x . 10�1, though this difference is within the overlap of the respective PDF uncertainties. The
origin of the different trends in the strangeness PDF is further scrutinised in App. C.1 and App. D. The up
antiquark PDF is in good agreement between the MSHT and CT reduced fits over all x, the NNPDF reduced
fit ū, however, is lower than both MSHT and CT in the 10�2 . x . 10�1 region, signalling a difference in
the high-x flavour decomposition.

The relative 1� PDF uncertainties of the three reduced fits, displayed in the rightmost panels of Fig. 3.4,
turn out to be similar in size in regions with good data constraints. The agreement between the PDF
uncertainties for the gluon in x

⇠
> 10�2 among the three groups is particularly remarkable. For lower x

values, the NNPDF3.1 gluon uncertainty is smaller. This has an impact on the gg PDF luminosity, as will
be discussed later. The MSHT20 reduced fit displays larger uncertainties outside of these regions, i.e. where
constraints are lacking in the reduced fit — particularly at low x. A further examination of the uncertainties
of the reduced and global fits is ongoing and will be reported in the future.

In order to further identify any differences in the reduced fits, we examine their goodness-of-fit values
for each individual dataset, as given by �

2
/Npt. Before calculating these for the PDFs from the reduced fits

themselves, it is useful to compare the agreement between theory and data with a fixed PDF4LHC15 NNLO
parametrisation as the common input, i.e., in lieu of fitting. Table 3.2 indicates the values of the �

2
/Npt for

the measurements that enter the fits to the reduced datasets and listed in Table 3.1. The results are obtained
using the codes from each of the three groups, for the common theory settings listed in Sect. 3.1. Hence
this comparison is sensitive only to differences in the implementation of the various datasets or to differences
in the theoretical calculations performed by each group. In addition to the presented �

2 values, theoretical
predictions for individual data points using the same PDF4LHC15 set were compared, which allowed us to
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• Comparing uncertainties of global PDF fits, 
find increasingly different results. Not just due 
to different data, but to methodology.

•  One (very) recent attempt: 

✦ MSHT: 52 free parameters in terms of 
Chebyshev polynomials.

Figure 2: As in Fig. 1, but at NLO.

of the form

xf(x,Q2

0
) = A(1� x)⌘x�

 
1 +

nX

i=1

aiT
Ch

i
(y(x))

!
, (1)

where Q
2

0
= 1 GeV2 is the input scale, and T

Ch

i
(y) are Chebyshev polynomials in y, with

y = 1� 2xk, where we take k = 0.5.

In the MMHT14 study we took n = 4 in general, though used a slightly di↵erent parameteri-

sation for the gluon and used more limited parameterisations for d̄�ū and s�s̄ (‘s�’), since these

were less well constrained by data, whilst for similar reasons two of the s+ s̄ (‘s+’) Chebyshevs

and its low x power were tied to those of the light sea, S(x) = 2(ū(x)+ d̄(x))+s(x)+ s̄(x). How-

ever, with the substantial increase in the amount of LHC and other data included in MSHT20,

we can now extend the parameterisation of the PDFs significantly. We therefore take n = 6 by

default in MSHT20, allowing a fit of better than 1% precision over the vast majority of the x

range [47]. The MSHT20 set of input distributions are now1:

uV (x,Q
2

0
) = Au(1� x)⌘ux�u

 
1 +

6X

i=1

au,iTi(y(x))

!
(2)

dV (x,Q
2

0
) = Ad(1� x)⌘dx�d

 
1 +

6X

i=1

ad,iTi(y(x))

!
(3)

S(x,Q2

0
) = AS(1� x)⌘Sx�S

 
1 +

6X

i=1

aS,iTi(y(x))

!
(4)

1As is usual in PDF definitions, there is an implicit x preceding the input distributions in their definitions in
equations (2)-(8), so that they are in reality like the left-hand side of (1), this also applies to figures and other
uses throughout the rest of the paper.
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s+(x,Q
2

0
) = As+(1� x)⌘s+x�S

 
1 +

6X

i=1

as+,iTi(y(x))

!
(5)

g(x,Q2

0
) = Ag(1� x)⌘gx�g

 
1 +

4X

i=1

ag,iTi(y(x))

!
+ Ag�(1� x)⌘g�x�g� (6)

s�(x,Q
2

0
) = As�(1� x)⌘s�(1� x/x0)x

�s� (7)

(d̄/ū)(x,Q2

0
) = A⇢(1� x)⌘⇢

 
1 +

6X

i=1

a⇢,iTi(y(x))

!
(8)

The departures from the general form in (1) with n = 6 come, as before, in the gluon, where

n = 4 but the additional term proportional to Ag� includes 3 additional parameters and allows

for a better fit to the small-x and Q
2 HERA data, as first shown in [48]. For s+ there are now

6 Chebyshev polynomials used and, whilst the high x power is separate from the sea, the low

x power remains set to the same value as the sea, �S. Meanwhile, there is still insu�cient data

to allow an extended parameterisation of the strangeness asymmetry, s�, so its form remains

that used in MMHT14, with x0 giving a switch between positive and negative values.

Finally, the major change in the PDF parameterisation comes in the first generation anti-

quark asymmetry. With MSHT20 we make the decision to now parameterise the ratio ⇢ = d̄/ū

rather than the di↵erence (d̄� ū) and we allow 6 Chebyshev polynomials for this ratio. There

is also no low x power for this ratio as we assume it must tend to a constant as x ! 0. This

allows for an improved central fit, whilst also giving a better description of the error bands on

the asymmetry in the very low x region, as illustrated later in Fig. 25 (left).

An analysis of the e↵ects of these changes on the global fit was performed. The main

improvements come from the extension of the d̄/ū to 6 Chebyshev polynomials, which enabled

an improvement in the global chi-squared of ���
2

tot
⇡ 20. Additionally extending the down

valence enabled the cumulative global chi-squared improvement to be ���
2

tot
⇡ 35, the gluon

extension moves this to ���
2

tot
⇡ 50, while finally the changes to the sea (S) and s+ result in

the total improvement of ���
2

tot
⇡ 75. More detail on each of the PDF distributions, and on

the improvements due to the changes in parameterisation, will be given later in Sections 5.3

and 8.1.

Overall, these changes in the input distribution represent an increase of 2 parameters for

each of the uV , dV , S, g, with an additional 4 parameters in the d̄/ū relative to the previous

asymmetry (⌘⇢ is free whilst ⌘� = ⌘S+2 in MMHT14), 4 further parameters in s+ and no change

in the s�. With the usual constraints on the integral of the valence quark distributions, the

conservation of total momentum, and the integral of the strangeness asymmetry (s�) set to 0,

we now have a total 52 parton parameters to fit, with the strong coupling ↵S(M2

Z
) also allowed

to be free when the best fit is obtained. A subset of these parameters are then formed into a

set of 32 eigenvectors (64 eigenvector directions) in the determination of the PDF uncertainty

bands, as described later in Section 5.3.
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✦ Less flexible in general - need to be sure 
flexible enough! Allows direct handle on 
uncertainties in Hessian framework.

★NNPDF: 763 free parameter Neural Net.

x ln x

n(1) = 2

n(2) = 5

n(3) = 3

n(4) = 1

sigmoid

sigmoid

linear

xg(x, Q0)

x ln x

n(1) = 2

n(2) = 5

n(3) = 3

n(4) = 1

sigmoid

sigmoid

linear

xΣ(x, Q0)

…

…

…
Figure 3.8. The neural network architecture adopted in all previous NNPDF determinations up to NNPDF3.1. Each
independent PDF combination is parametrized by a separate neural network, all sharing a common architecture.

x ln x

xg(x, Q0) xΣ(x, Q0) xV(x, Q0) xV3(x, Q0) xT3(x, Q0) xT15(x, Q0)xT8(x, Q0)xV8(x, Q0)
xg(x, Q0) xu(x, Q0) xū(x, Q0) xd(x, Q0) xs(x, Q0) xc+(x, Q0)xs̄(x, Q0)xd̄(x, Q0)

n(4) = 8

n(3) = 20

n(2) = 25

n(1) = 2

Figure 3.9. The neural network architecture adopted for NNPDF4.0. A single network is used, whose eight output
values are the PDFs in the evolution (red) or the flavor basis (blue box). The architecture displayed corresponds
to the optimal choice in the evolution basis; the optimal architecture in the flavor basis is di↵erent as indicated by
Table 3.3).

performance, and that for a given dataset there exists a lower bound to the number of required free network
parameters but probably not an upper one. Given comparable performance, smaller networks are preferred
in order to reduce the computational costs.

The di↵erences between the optimizer variants are quite subtle. While all optimizers exhibit a reasonable
performance, it is also found that after hyperoptimization Nadam results in lower absolute losses L than the
other optimizers, while also appearing to be more stable. This further illustrates the benefits of hyperopti-

29

★ Increased flexibility, but needs robust optimisation 
+ stopping (avoid over and under fitting).

3



Fixed Parameterisation PDFs
• Fixed parameterisation approach:

✦ Find global minimum of       and evaluate eigenvectors of Hessian matrix at this point.
✦ Parameter shifts corresponding to given           criteria given in terms of these
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Figure 6: The points (•) show ∆χ2
global as a function of the distance along each eigenvector

direction, t, defined in (49), for eigenvectors numbered 11–20 corresponding to the 10 largest
eigenvalues. The dashed curve is the ideal case, ∆χ2

global = t2.
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5.3.1 Procedure to determine PDF uncertainties

If we have input parameters {a0
i
} = {a

0

1
, . . . , a

0

n
}, then we write

��
2

global
⌘ �

2

global
� �

2

min
=

nX

i,j=1

Hij(ai � a
0

i
)(aj � a

0

j
), (24)

where the Hessian matrix H has components

Hij =
1

2

@
2
�
2

global

@ai@aj

����
min

. (25)

The uncertainty on a quantity F ({ai}) is then obtained from standard linear error propagation:

�F = T

vuut
nX

i,j=1

@F

@ai
Cij

@F

@aj
, (26)

where C ⌘ H
�1 is the covariance matrix, and T =

q
��

2

global
is the “tolerance” for the required

confidence interval, usually defined to be T = 1 for 68% confidence level. We diagonalise the

covariance (or Hessian) matrix [161], and work in terms of the eigenvectors. The covariance

matrix has a set of normalised orthonormal eigenvectors vk defined by

nX

j=1

Cijvjk = �kvik, (27)

where �k is the k
th eigenvalue and vik is the i

th component of the k
th orthonormal eigenvector

(k = 1, . . . , n). The parameter displacements from the global minimum are expanded in terms

of rescaled eigenvectors eik ⌘
p
�kvik:

�ai ⌘ ai � a
0

i
=

X

k

eikzk, (28)

i.e. the zk are the coe�cients when we express a change in parameters away from their best

fit values in terms of the rescaled eigenvectors, and a change in parameters corresponding to

��
2

global
= 1 corresponds to zk = 1. This results in the simplification

�
2

global
= �

2

min
+
X

k

z
2

k
. (29)

Eigenvector PDF sets S±
k
are then produced with parameters given by

ai(S
±
k
) = a

0

i
± t eik, (30)
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✦               : `textbook’ criteria for case where data matches theory perfectly up to known determined 
(Gaussian) errors, across entire global dataset (                                   ).
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Npts ⇠ 4000� 5000

✦ Expect to not be sufficient: fit quality poor by 
textbook standard, dataset tensions, theory 
incomplete…

✦ Backed up by evidence of e.g. fits to 
restricted datasets, or pseudodata with 
inconsistencies injected in.
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Figure 5. Effect on PDFs of fitting subsets of MSTW 2008 global data.

in the Hessian method where several parameters would need to be held fixed to use the

covariance matrix for error propagation, but it is straightforward using the MC method.

We fit subsets of the global data included in the MSTW 2008 NLO analysis [6], specifically

(i) excluding all HERA data (neutral-current e±p and charged-current e+p cross sections,

F charm
2 , and inclusive jet production in DIS), (ii) including only HERA data, (iii) perform-

ing a “collider” fit meaning data from HERA and the Tevatron (inclusive jet production,

the W → ℓν charge asymmetry, and the Z rapidity distribution) with no fixed-target data.

The HERA-only fit uses the older separate H1 and ZEUS inclusive cross sections compared
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Figure 6. Effect on PDFs of fitting consistent or inconsistent idealised pseudodata.

This is not true for the “inconsistent” case in figure 9, where the global fit gives PDFs often

lying outside the uncertainty band for the collider fit. The latter situation arises when

fitting the genuine data in figure 5, implying that the real collider data are inconsistent

with the real fixed-target data. Note that the peculiar behaviour at large x in figures 8(c,d)

and 9(c,d) is due to the antiquark distributions going negative in the collider fit at high x

where there is no data constraint.

The conclusion of these studies is that defining experimental uncertainties via∆χ2
global =

1 is overly optimistic for global PDF analysis and that the more conservative “dynamic”
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G. Watt and R. Thorne, arXiv:1205.4024      Motivates an enlarged             , either fixed or ‘dynamic’.
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T > 1
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See also, J. Pumplin, arXiv:0909.02684



Neural Network PDFs
• Neural network approach:

✦ Generate set of MC `replicas’ by shifting data by errors.
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Each Di gives fi and from {fi} ) PDF errors

✦ Note not specific to NNs: can apply in fixed parameterisation as 
well: shown to be ~ equivalent to Hessian                  in that case.
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��2 = 1

G. Watt and R. Thorne, arXiv:1205.4024

✦ However, in NN approach direct correspondence is lost as Hessian approach does not apply.

PDF4LHC21, arXiv:2203.05506

✦ Global fits give 
different errors in 
PDF4LHC21 
benchmarking. 
NNPDF3.1 in general 
smaller errors.
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Figure 3.4. Comparison between the reduced PDF fits from the three groups, in the same format as in Fig. 3.1.
For the three groups, PDF errors correspond to 1� intervals. In the left panels, PDFs are displayed normalised to the
central value of the MSHT20 reduced PDF set.

to identify specific datasets causing observed differences by comparing the reduced fits at the level of the
dataset-by-dataset individual �

2. To separate the effects of differences in theory predictions from other
sources, the �

2 values for each common experiment of the three fits can be compared using a fixed PDF
parametrisation, specifically by adopting the PDF4LHC15 NNLO set as the common input PDF set. Where
such differences were seen, data and theory predictions themselves were directly compared to identify the
origin of the differences.

We therefore begin by comparing the PDFs and uncertainties from three reduced fits in Fig. 3.4 using
the same format as in Fig. 3.1. In the left panels, PDFs are displayed normalised to the central value of the
MSHT20 reduced PDF set. The main message from this comparison is that there is good general agreement
between the three reduced fits, with the error bands of most flavours overlapping over the wide x range.
Starting with the gluon, we note that all three groups agree within uncertainties over the entirety of the
x range. This finding strongly suggests that differences in the high-x gluon shape between the global fits
and relative to the reduced fits are driven by the datasets included. This region is investigated further in
App. C.2, and a further independent analysis is performed in App. D by examining the �

2 pulls of individual
experiments using the L2 sensitivity. The three singlet PDFs are also in very good agreement for all x.
The strangeness is also largely consistent, albeit the NNPDF3.1 central reduced fit is notably high around
10�2 . x . 10�1, though this difference is within the overlap of the respective PDF uncertainties. The
origin of the different trends in the strangeness PDF is further scrutinised in App. C.1 and App. D. The up
antiquark PDF is in good agreement between the MSHT and CT reduced fits over all x, the NNPDF reduced
fit ū, however, is lower than both MSHT and CT in the 10�2 . x . 10�1 region, signalling a difference in
the high-x flavour decomposition.

The relative 1� PDF uncertainties of the three reduced fits, displayed in the rightmost panels of Fig. 3.4,
turn out to be similar in size in regions with good data constraints. The agreement between the PDF
uncertainties for the gluon in x

⇠
> 10�2 among the three groups is particularly remarkable. For lower x

values, the NNPDF3.1 gluon uncertainty is smaller. This has an impact on the gg PDF luminosity, as will
be discussed later. The MSHT20 reduced fit displays larger uncertainties outside of these regions, i.e. where
constraints are lacking in the reduced fit — particularly at low x. A further examination of the uncertainties
of the reduced and global fits is ongoing and will be reported in the future.

In order to further identify any differences in the reduced fits, we examine their goodness-of-fit values
for each individual dataset, as given by �

2
/Npt. Before calculating these for the PDFs from the reduced fits

themselves, it is useful to compare the agreement between theory and data with a fixed PDF4LHC15 NNLO
parametrisation as the common input, i.e., in lieu of fitting. Table 3.2 indicates the values of the �

2
/Npt for

the measurements that enter the fits to the reduced datasets and listed in Table 3.1. The results are obtained
using the codes from each of the three groups, for the common theory settings listed in Sect. 3.1. Hence
this comparison is sensitive only to differences in the implementation of the various datasets or to differences
in the theoretical calculations performed by each group. In addition to the presented �

2 values, theoretical
predictions for individual data points using the same PDF4LHC15 set were compared, which allowed us to
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✦ And 4.0 methodology gives 
further errors reduction.

Figure 8.2. Same as Fig. 8.1 but showing the one-sigma relative uncertainties.

integrability of T3 is enforced when constraining the preprocessing, but would otherwise fail. The e↵ect of
the Lagrange multiplier is mostly to reduce somewhat the small-x uncertainties by removing some outliers.

90

Figure 8.2. Same as Fig. 8.1 but showing the one-sigma relative uncertainties.

integrability of T3 is enforced when constraining the preprocessing, but would otherwise fail. The e↵ect of
the Lagrange multiplier is mostly to reduce somewhat the small-x uncertainties by removing some outliers.

90

Benchmark = 
similar data/settings

5



1. NNPDF4.0 uncertainty not conservative enough (too small).

2. MSHT (CT) uncertainty too conservative (too large).

3. MSHT (CT) fit less accurate, due to parameterisation 
inflexibility, and hence enlarged errors needed (less precise).

10�5 10�4 10�3 10�2 10�1
0.00

0.05

0.10

0.15

0.20

�g
/g

(0
)

MSHT20red
NNPDF3.1red
CT18red

10�5 10�4 10�3 10�2 10�1
0.00

0.02

0.04

0.06

0.08

0.10

��
/�

(0
)

Q = 100 GeV

10�5 10�4 10�3 10�2 10�1

x

0.00

0.05

0.10

0.15

0.20

0.25

0.30

�s
+
/s

+ (0
)

10�5 10�4 10�3 10�2 10�1

x

0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35
0.40

�ū
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Figure 3.4. Comparison between the reduced PDF fits from the three groups, in the same format as in Fig. 3.1.
For the three groups, PDF errors correspond to 1� intervals. In the left panels, PDFs are displayed normalised to the
central value of the MSHT20 reduced PDF set.

to identify specific datasets causing observed differences by comparing the reduced fits at the level of the
dataset-by-dataset individual �

2. To separate the effects of differences in theory predictions from other
sources, the �

2 values for each common experiment of the three fits can be compared using a fixed PDF
parametrisation, specifically by adopting the PDF4LHC15 NNLO set as the common input PDF set. Where
such differences were seen, data and theory predictions themselves were directly compared to identify the
origin of the differences.

We therefore begin by comparing the PDFs and uncertainties from three reduced fits in Fig. 3.4 using
the same format as in Fig. 3.1. In the left panels, PDFs are displayed normalised to the central value of the
MSHT20 reduced PDF set. The main message from this comparison is that there is good general agreement
between the three reduced fits, with the error bands of most flavours overlapping over the wide x range.
Starting with the gluon, we note that all three groups agree within uncertainties over the entirety of the
x range. This finding strongly suggests that differences in the high-x gluon shape between the global fits
and relative to the reduced fits are driven by the datasets included. This region is investigated further in
App. C.2, and a further independent analysis is performed in App. D by examining the �

2 pulls of individual
experiments using the L2 sensitivity. The three singlet PDFs are also in very good agreement for all x.
The strangeness is also largely consistent, albeit the NNPDF3.1 central reduced fit is notably high around
10�2 . x . 10�1, though this difference is within the overlap of the respective PDF uncertainties. The
origin of the different trends in the strangeness PDF is further scrutinised in App. C.1 and App. D. The up
antiquark PDF is in good agreement between the MSHT and CT reduced fits over all x, the NNPDF reduced
fit ū, however, is lower than both MSHT and CT in the 10�2 . x . 10�1 region, signalling a difference in
the high-x flavour decomposition.

The relative 1� PDF uncertainties of the three reduced fits, displayed in the rightmost panels of Fig. 3.4,
turn out to be similar in size in regions with good data constraints. The agreement between the PDF
uncertainties for the gluon in x

⇠
> 10�2 among the three groups is particularly remarkable. For lower x

values, the NNPDF3.1 gluon uncertainty is smaller. This has an impact on the gg PDF luminosity, as will
be discussed later. The MSHT20 reduced fit displays larger uncertainties outside of these regions, i.e. where
constraints are lacking in the reduced fit — particularly at low x. A further examination of the uncertainties
of the reduced and global fits is ongoing and will be reported in the future.

In order to further identify any differences in the reduced fits, we examine their goodness-of-fit values
for each individual dataset, as given by �

2
/Npt. Before calculating these for the PDFs from the reduced fits

themselves, it is useful to compare the agreement between theory and data with a fixed PDF4LHC15 NNLO
parametrisation as the common input, i.e., in lieu of fitting. Table 3.2 indicates the values of the �

2
/Npt for

the measurements that enter the fits to the reduced datasets and listed in Table 3.1. The results are obtained
using the codes from each of the three groups, for the common theory settings listed in Sect. 3.1. Hence
this comparison is sensitive only to differences in the implementation of the various datasets or to differences
in the theoretical calculations performed by each group. In addition to the presented �

2 values, theoretical
predictions for individual data points using the same PDF4LHC15 set were compared, which allowed us to
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• Suggests three possibilities:

• Or some combination of the three. Finding out which clearly important for LHC precision.

• In this talk I will present results that aim to address this issue. In particular will show:

★First global closure test of fixed parameterisation (MSHT) approach: is 
parameterisation flexible enough to give faithful description of global pseudodata?

★First completely direct comparison between fixed parameterisation (MSHT) and NN 
approaches. How do these compare in full global fit?

Aims of Talk

6

• Study is ongoing, so all slides can be viewed as if they have a `preliminary’ label on them!



Global Closure - set up
• How best to set up a global closure test? Will make use of 

publicly available NNPDF fitting code.

• Provides python libraries to load NNPDF dataset and 
theory predictions, given PDF set. More precisely gives:

https://docs.nnpdf.science/

PDFs at input 
scale Q0
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Theory 
predictions

FK tables

Data
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• Given arbitrary PDF set ( grid of         at          and       ) can evaluate theory predictions + fit quality.

• This allows us to evaluate corresponding fit quality with a (MSHT) fixed parameterisation, but to 
NNPDF data/theory - only difference is input parameterisation. From above module can also build up 
optimizer in usual way to give best fit, Hessian errors etc. 

• Will use for closure tests (though not essential) - but setting things up in this way will allow direct 
comparison at level of full fit.
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Global Closure Test

• For direct comparison will consider perturbative charm - NNPDF4.0pch set as input.

• Then generate unshifted pseudodata for 4.0 global dataset (                     ). In principle 
exact agreement possible, with              . But will propagate data errors via Hessian 
approach, so ~ Level 0 + 2 (but not 1 yet).

• Then perform fit with default MSHT parameterisation. What do we find?

Always NNLO

Figure 2.1. The kinematic coverage of the NNPDF4.0 dataset in the (x, Q
2) plane.

10NNPDF, arXiv:2109.02653
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Fit quality:
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• Remarkably good! In fact lower than reported result of NNPDF L0 closure test.

L. Del Debbio, T. Giani and 
M. Wilson, arXiv:2111.05787
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3.1 meth. 4.0 meth.
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0.012

• Caveat: only one input set, may well be different (not quite as good) for others. Trend should be similar.

• But apparently no issue with parameterisation inflexibility in this case. But what about PDFs?
8



10�5 10�4 10�3 10�2 10�1

x

�4

�2

0

2

4

xg, Q
2 = 1.0 GeV2

MSHT L0 (T 2 = 1)
MSHT L0 (T 2 = 10)
L0 input

10�5 10�4 10�3 10�2 10�1

x

0.0

0.5

1.0

1.5

2.0

2.5

3.0
x�, Q

2 = 1.0 GeV2

MSHT L0 (T 2 = 1)
MSHT L0 (T 2 = 10)
L0 input

Figure 2: The input (Q2 = 1GeV2) gluon and quark singlet PDFs that result from a L0 closure test fit to the
NNPDF4.0 dataset, using the MSHT20 parameterisation. The PDF uncertainties calculated with a T 2 = 1 (T 2 = 10)
fixed tolerance are shown in blue (green) and the NNPDF4.0 (p. charm) input is given by the dashed red line.

somewhat larger, but again most notably at rather low x where current constraints are limited;
some increased flexibility may be preferable for future fits, when these increase.

We also consider the valence uV and dV distributions in Fig. 3. In the x ⇠ 0.01 � 0.3
region where the valence distributions are largest, we can see that the level of deviation is
very small. However, at low x and for the dV at high x this is no longer the case. It has
been shown in [4] that the valence quarks in similar regions are a↵ected quite significantly
by the extension of the MMHT14 [9] parameterisation, such that 6 rather than 4 Chebyshev
polynomials are used, and the d/u combination, rather than d � u, is parameterised. More
precisely, the deviations here occur at rather lower x than the changes observed in [4] due to
the extended parameterisation. These are therefore occurring in a region of x where direct
constraints on (and indeed the phenomenological impact of) the PDFs are rather limited, but
clearly in these regions parameterisation flexibility is playing an increasing role, as we would
expect.

Considering the T
2 = 10 uncertainties, also shown, these are as expected larger (by ⇠ 2� 5)

than the T
2 = 1 case. The absolute di↵erence between the T

2 = 1 and T
2 = 10 uncertainty

bands is almost universally significantly larger than any deviation between the output PDFs and
the input set, while the ratio of the deviation to the T

2 = 10 uncertainty is almost universally
at the ⇠ 10% level or lower. This therefore provides good evidence that in the significant
majority of cases the size of the T

2 = 10 PDF uncertainties is not expected to be driven by
any parameterisation inflexibility in the MSHT20 fit. The exceptions are again the s�, where
we can see that the enlarged tolerance uncertainty now encompasses the deviation between the
output PDF and the input away from the peak region, and similarly for the uV , dV at low and
high x, as well as other distributions at high enough x.

In summary, a rather good fit quality in the L0 closure test is achieved, despite the in principle
lower flexibility in the underlying MSHT20 distribution with respect to the NN underlying the
NNPDF4.0 input set. The level of deviation between the predicted PDFs and the input is in
general small and in many cases significantly lower than the corresponding PDF uncertainty
with the textbook T

2 = 1 tolerance taken. There are however some exceptions: for the quark
flavour decomposition and gluon in some regions of x the deviation between input and output can
approach the level of (though is lower than) the PDF uncertainty. The most notable exceptions
are in the s�, due to the relatively few free parameters currently applied here, in the down and
up valence at low and high x, and in the down quark section at very high x. In those regions of
parameter space most relevant for LHC phenomenology, the di↵erence is very small, as we will

4

• First look: encouraging results! In more detail…
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Figure 3: A selection of PDFs at Q2 = 104 GeV2 that result from a L0 closure test fit to the NNPDF4.0 dataset,
using the MSHT20 parameterisation. The PDF uncertainties calculated with a T 2 = 1 (T 2 = 10) fixed tolerance are
shown in blue (green) and the NNPDF4.0 (p. charm) input is given by the dashed red line. Results are shown as a
ratio to the L0 fits (the central value for the tolerance choices is by definition the same).
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Figure 3: A selection of PDFs at Q2 = 104 GeV2 that result from a L0 closure test fit to the NNPDF4.0 dataset,
using the MSHT20 parameterisation. The PDF uncertainties calculated with a T 2 = 1 (T 2 = 10) fixed tolerance are
shown in blue (green) and the NNPDF4.0 (p. charm) input is given by the dashed red line. Results are shown as a
ratio to the L0 fits (the central value for the tolerance choices is by definition the same).
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• Ratio of (NNPDF4.0pch) L0 input to fit result, including PDF uncertainties with                          that 
come from the closure test fit. Latter is ~ result of dynamic tolerance used in MSHT20 (checked here).
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T 2 = 1 and 10

★Deviation in general (in data region) per mille level and well within the              uncertainties.
★  More precisely, deviation is ~ 10% or less of               uncertainty, and a factor of                  

lower a a fraction of the                 uncertainty. 
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Similar results for 
other quarks - see 
backup
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In data region L0 input PDF matched very well, and much better than              uncertainties. No 
evidence that the increased tolerance is driven by parameterisation inflexibility for MSHT.
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Figure 3: A selection of PDFs at Q2 = 104 GeV2 that result from a L0 closure test fit to the NNPDF4.0 dataset,
using the MSHT20 parameterisation. The PDF uncertainties calculated with a T 2 = 1 (T 2 = 10) fixed tolerance are
shown in blue (green) and the NNPDF4.0 (p. charm) input is given by the dashed red line. Results are shown as a
ratio to the L0 fits (the central value for the tolerance choices is by definition the same).
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• In less well constrained regions deviation larger, e.g for              at low and high    and the        at high    .  

• Hence in extrapolation region L0 input not always consistent within uncertainties

• As ~ outside data region not inconsistent (errors driven by data), but indicates more conservative error 
definition in these regions may be desirable (as tends to happen in NN approach). 

• Though arguably no ‘right’ answer in true extrapolation region (too conservative vs. over-conservative).
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uV , dV
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• So far only considered L0 test, though L1 underway. Would not expect to change picture dramatically.
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Figure 5: PDF uncertainties at Q2 = 104 GeV2 that result from a L0 closure test fit to the NNPDF4.0 dataset,
using the MSHT20 parameterisation. The PDF uncertainties calculated with a T 2 = 1 (T 2 = 10) fixed tolerance are
shown as well as the NNPDF4.0 (p. charm) input.
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Figure 5: PDF uncertainties at Q2 = 104 GeV2 that result from a L0 closure test fit to the NNPDF4.0 dataset,
using the MSHT20 parameterisation. The PDF uncertainties calculated with a T 2 = 1 (T 2 = 10) fixed tolerance are
shown as well as the NNPDF4.0 (p. charm) input.
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Figure 5: PDF uncertainties at Q2 = 104 GeV2 that result from a L0 closure test fit to the NNPDF4.0 dataset,
using the MSHT20 parameterisation. The PDF uncertainties calculated with a T 2 = 1 (T 2 = 10) fixed tolerance are
shown as well as the NNPDF4.0 (p. charm) input.
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• Can do first comparison of MSHT vs. NNPDF PDF uncertainties. Not completely direct as MSHT is 
in closure test, and NNPDF result of full fit. But theory and underlying datasets same. Find:

<latexit sha1_base64="IQu54ry9lL93RjWyqY13bktGVuE=">AAAB9HicdVDLSgMxFM3UV62vqks3wVZwIUNmtK1dKAU33QgV+4J2LJk004ZmHiaZQin9DjcuFHHrx7jzb0wfgooeuHA4517uvceNOJMKoQ8jsbS8srqWXE9tbG5t76R39+oyjAWhNRLyUDRdLClnAa0ppjhtRoJi3+W04Q6upn5jSIVkYVBVo4g6Pu4FzGMEKy0517fl6gnMVu/sCyvbSWeQiU5tO48gMnN24Sw3JVYxV7QRtEw0QwYsUOmk39vdkMQ+DRThWMqWhSLljLFQjHA6SbVjSSNMBrhHW5oG2KfSGc+OnsAjrXShFwpdgYIz9fvEGPtSjnxXd/pY9eVvbyr+5bVi5Z07YxZEsaIBmS/yYg5VCKcJwC4TlCg+0gQTwfStkPSxwETpnFI6hK9P4f+kbptW3szf2JnS5SKOJDgAh+AYWKAASqAMKqAGCLgHD+AJPBtD49F4MV7nrQljMbMPfsB4+wQa+JBh</latexit>

MSHT, T 2
= 1

<latexit sha1_base64="OqF0/NI8eqolHbM3GSj7k37aFo4=">AAAB9XicbVDLSsNAFJ34rPVVdelmsBVcSEhS+3ChFNx0I1TsC9q0TKaTdujkwcxEKaH/4caFIm79F3f+jdM2C60euHA4517uvccJGRXSML60ldW19Y3N1FZ6e2d3bz9zcNgUQcQxaeCABbztIEEY9UlDUslIO+QEeQ4jLWd8M/NbD4QLGvh1OQmJ7aGhT12KkVRS7/a+Wj+HuXrPujKNXD+TNfTyZbFglaGhF6z8RSmviDEHNBOSBQlq/cxndxDgyCO+xAwJ0TGNUNox4pJiRqbpbiRIiPAYDUlHUR95RNjx/OopPFXKALoBV+VLOFd/TsTIE2LiOarTQ3Iklr2Z+J/XiaRbtmPqh5EkPl4sciMGZQBnEcAB5QRLNlEEYU7VrRCPEEdYqqDSKgRz+eW/pGnpZlEv3lnZynUSRwocgxNwBkxQAhVQBTXQABhw8ARewKv2qD1rb9r7onVFS2aOwC9oH9+NpZCb</latexit>

MSHT, T 2
= 10

★Quark flavour decomposition:

<latexit sha1_base64="//KdK1QAfZrakhFNspYlxtHGFk8=">AAAB8nicdVDLSgMxFM34rPVVdekmWARXQ6bYdrqRgiKuSgX7gOlQMmnahmYmQ5IRytDPcONCEbd+jTv/xrQdQUUPXDiccy/33hPEnCmN0Ie1srq2vrGZ28pv7+zu7RcODttKJJLQFhFcyG6AFeUsoi3NNKfdWFIcBpx2gsnl3O/cU6mYiO70NKZ+iEcRGzKCtZG8RqN5dX1uo5iM+4UissvILZVrENloAUNct1qpVaGTKUWQodkvvPcGgiQhjTThWCnPQbH2Uyw1I5zO8r1E0RiTCR5Rz9AIh1T56eLkGTw1ygAOhTQVabhQv0+kOFRqGgamM8R6rH57c/Evz0v00PVTFsWJphFZLhomHGoB5//DAZOUaD41BBPJzK2QjLHERJuU8iaEr0/h/6Rdsp2KXbktFesXWRw5cAxOwBlwQBXUwQ1oghYgQIAH8ASeLW09Wi/W67J1xcpmjsAPWG+fDyOQeg==</latexit>

NNPDF4.0pch

<latexit sha1_base64="0zFOsGXeMONQUcNTi59UY9GIzwM=">AAACG3icdVDLSgMxFM3UV62vqks3wSJYkDIzSG0XSkGRbiwV+4K2lkyaaUOTmSHJCGXof7jxV9y4UMSV4MK/MX0IVfTAhcM593LvPU7AqFSm+WnEFhaXllfiq4m19Y3NreT2Tk36ocCkin3mi4aDJGHUI1VFFSONQBDEHUbqzuB87NfviJDU9ypqGJA2Rz2PuhQjpaVO0m5J2uPoMGoJDkul8sXlKA21xuG8cXVTrIyOYOXWPrXSnWTKzJga2SwcEytnWprk8znbzkNrYplmCsxQ7iTfW10fh5x4CjMkZdMyA9WOkFAUMzJKtEJJAoQHqEeamnqIE9mOJr+N4IFWutD1hS5PwYk6PxEhLuWQO7qTI9WXv72x+JfXDJWba0fUC0JFPDxd5IYMKh+Og4JdKghWbKgJwoLqWyHuI4Gw0nEmdAjfn8L/Sc3OWNlM9vo4VTibxREHe2AfHAILnIACKIIyqAIM7sEjeAYvxoPxZLwab9PWmDGb2QU/YHx8AYxZnzo=</latexit>

�(NNPDF) ⇠ �(MSHT, T 2
= 1)

★Gluon (singlet at intermediate     ):<latexit sha1_base64="YmkPZyceN5/YAOZfnQGmJ4rb3XA=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKeyKRI8BPXhMwDwgWcLspDcZMzu7zMyKIeQLvHhQxKuf5M2/cZLsQRMLGoqqbrq7gkRwbVz328mtrW9sbuW3Czu7e/sHxcOjpo5TxbDBYhGrdkA1Ci6xYbgR2E4U0igQ2ApGNzO/9YhK81jem3GCfkQHkoecUWOl+lOvWHLL7hxklXgZKUGGWq/41e3HLI1QGiao1h3PTYw/ocpwJnBa6KYaE8pGdIAdSyWNUPuT+aFTcmaVPgljZUsaMld/T0xopPU4CmxnRM1QL3sz8T+vk5rw2p9wmaQGJVssClNBTExmX5M+V8iMGFtCmeL2VsKGVFFmbDYFG4K3/PIqaV6UvUq5Ur8sVW+zOPJwAqdwDh5cQRXuoAYNYIDwDK/w5jw4L86787FozTnZzDH8gfP5A+pljQk=</latexit>x
<latexit sha1_base64="FWw3RXtXB3vse71YhBWK9GcVgeo=">AAACQnicdVBNSwJBAJ21b/uyOnYZkiAhZFbC9FAIRXhJjNQM12R2HHVoZneZmQ1k8bd16Rd06wd06VBE1w6NH0FFPhh4vA9m5rkBZ0oj9GTFZmbn5hcWl+LLK6tr64mNzZryQ0lolfjcl3UXK8qZR6uaaU7rgaRYuJxeubcnQ//qjkrFfK+i+wFtCtz1WIcRrI3USlxDR7GuwHuRIwU8vyxWBvuwcpM5slMOp0opJn4GSqXy6dkgBb+9qW2UaiWSKI0Mslk4JHYO2Ybk87lMJg/tkYVQEkxQbiUenbZPQkE9TThWqmGjQDcjLDUjnA7iTqhogMkt7tKGoR4WVDWj0QQDuGuUNuz40hxPw5H6sxFhoVRfuCYpsO6pv95Q/M9rhLqTa0bMC0JNPTK+qBNyqH043BO2maRE874hmEhm3gpJD0tMtFk9bkb4/imcTmqZtJ1NZy8OkoXjyRyLYBvsgD1gg0NQAEVQBlVAwD14Bq/gzXqwXqx362McjVmTzhb4BevzC/8urg4=</latexit>

�(MSHT, T 2
= 1) . �(NNPDF) . �(MSHT, T 2

= 10)

• With rather similar overall trends with    .

• Exception at high      where NNPDF uncertainty becomes larger.

<latexit sha1_base64="YmkPZyceN5/YAOZfnQGmJ4rb3XA=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKeyKRI8BPXhMwDwgWcLspDcZMzu7zMyKIeQLvHhQxKuf5M2/cZLsQRMLGoqqbrq7gkRwbVz328mtrW9sbuW3Czu7e/sHxcOjpo5TxbDBYhGrdkA1Ci6xYbgR2E4U0igQ2ApGNzO/9YhK81jem3GCfkQHkoecUWOl+lOvWHLL7hxklXgZKUGGWq/41e3HLI1QGiao1h3PTYw/ocpwJnBa6KYaE8pGdIAdSyWNUPuT+aFTcmaVPgljZUsaMld/T0xopPU4CmxnRM1QL3sz8T+vk5rw2p9wmaQGJVssClNBTExmX5M+V8iMGFtCmeL2VsKGVFFmbDYFG4K3/PIqaV6UvUq5Ur8sVW+zOPJwAqdwDh5cQRXuoAYNYIDwDK/w5jw4L86787FozTnZzDH8gfP5A+pljQk=</latexit>x
<latexit sha1_base64="YmkPZyceN5/YAOZfnQGmJ4rb3XA=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKeyKRI8BPXhMwDwgWcLspDcZMzu7zMyKIeQLvHhQxKuf5M2/cZLsQRMLGoqqbrq7gkRwbVz328mtrW9sbuW3Czu7e/sHxcOjpo5TxbDBYhGrdkA1Ci6xYbgR2E4U0igQ2ApGNzO/9YhK81jem3GCfkQHkoecUWOl+lOvWHLL7hxklXgZKUGGWq/41e3HLI1QGiao1h3PTYw/ocpwJnBa6KYaE8pGdIAdSyWNUPuT+aFTcmaVPgljZUsaMld/T0xopPU4CmxnRM1QL3sz8T+vk5rw2p9wmaQGJVssClNBTExmX5M+V8iMGFtCmeL2VsKGVFFmbDYFG4K3/PIqaV6UvUq5Ur8sVW+zOPJwAqdwDh5cQRXuoAYNYIDwDK/w5jw4L86787FozTnZzDH8gfP5A+pljQk=</latexit>x
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<latexit sha1_base64="/rQS/75IjvUOO2o2jH6b+fVp0As=">AAAB6HicdVDLSgNBEJyNrxhfUY9eBoPgKcwGWZNbwIt4SsA8IFnC7KQ3GTM7u8zMCmHJF3jxoIhXP8mbf+PkIahoQUNR1U13V5AIrg0hH05ubX1jcyu/XdjZ3ds/KB4etXWcKgYtFotYdQOqQXAJLcONgG6igEaBgE4wuZr7nXtQmsfy1kwT8CM6kjzkjBorNUeDYomUiYXn4Tlxq8S1pFarVio17C4sQkpohcag+N4fxiyNQBomqNY9lyTGz6gynAmYFfqphoSyCR1Bz1JJI9B+tjh0hs+sMsRhrGxJgxfq94mMRlpPo8B2RtSM9W9vLv7l9VITVv2MyyQ1INlyUZgKbGI8/xoPuQJmxNQSyhS3t2I2pooyY7Mp2BC+PsX/k3al7Hplr3lRqt+s4sijE3SKzpGLLlEdXaMGaiGGAD2gJ/Ts3DmPzovzumzNOauZY/QDztsnKcONOw==</latexit>g
<latexit sha1_base64="kBum1pcLCWONZVyPXWnDCQcPxmk=">AAAB9XicdVDLSgMxFL3js9ZX1aWbYBEEoWSKjO2u4EZcVbAPaMeSSdM2NDMZkoxShv6HGxeKuPVf3Pk3ZtoKKnogcDjnHu7NCWLBtcH4w1laXlldW89t5De3tnd2C3v7TS0TRVmDSiFVOyCaCR6xhuFGsHasGAkDwVrB+CLzW3dMaS6jGzOJmR+SYcQHnBJjpVt92pXWztKpnvYKRVzCFp6HMuJWsGtJtVopl6vInVkYF2GBeq/w3u1LmoQsMlQQrTsujo2fEmU4FWya7yaaxYSOyZB1LI1IyLSfzq6eomOr9NFAKvsig2bq90RKQq0nYWAnQ2JG+reXiX95ncQMKn7KozgxLKLzRYNEICNRVgHqc8WoERNLCFXc3oroiChCjS0qb0v4+in6nzTLJdcreddnxdrVoo4cHMIRnIAL51CDS6hDAygoeIAneHbunUfnxXmdjy45i8wB/IDz9glWh5Mf</latexit>

s+ s <latexit sha1_base64="AQxmpFtWtDHUgmM4+i9gZVOelvk=">AAAB6nicdVBNSwMxEJ31s9avqkcvwSJ4Ktkia3sreBFPFe0HtEvJptk2NJtdkqxQlv4ELx4U8eov8ua/MdtWUNEHA4/3ZpiZFySCa4Pxh7Oyura+sVnYKm7v7O7tlw4O2zpOFWUtGotYdQOimeCStQw3gnUTxUgUCNYJJpe537lnSvNY3plpwvyIjCQPOSXGSrfpoD0olXEFW3geyolbw64l9XqtWq0jd25hXIYlmoPSe38Y0zRi0lBBtO65ODF+RpThVLBZsZ9qlhA6ISPWs1SSiGk/m586Q6dWGaIwVrakQXP1+0RGIq2nUWA7I2LG+reXi395vdSENT/jMkkNk3SxKEwFMjHK/0ZDrhg1YmoJoYrbWxEdE0WosekUbQhfn6L/Sbtacb2Kd3Neblwv4yjAMZzAGbhwAQ24gia0gMIIHuAJnh3hPDovzuuidcVZzhzBDzhvn5xxjhI=</latexit>uV



Full fit: comparison
• Can also consider result of fit to real data entering NNPDF4.0 fit. To restate: exactly same data and 

theory, with only difference from PDF input parameterisation.

• Will in addition consider case where positivity is imposed at PDF (and cross section) level, as in 
NNPDF fit, for                               . Not something that is done in MSHT fits! 

<latexit sha1_base64="oOgt5WKOhumdGv66F9P2Dpm5LUg=">AAACB3icbVDLSsNAFJ3UV62vqktBBovgQkMi2upGCm5cVrAPaGKYTCbt0MkkzEzEErpz46+4caGIW3/BnX/jtM1CqwcuHM65l3vv8RNGpbKsL6MwN7+wuFRcLq2srq1vlDe3WjJOBSZNHLNYdHwkCaOcNBVVjHQSQVDkM9L2B5djv31HhKQxv1HDhLgR6nEaUoyUlrzy7r1HoUO5k51CBwexgrZ1mx3VRoeWee6MvHLFMq0J4F9i56QCcjS88qcTxDiNCFeYISm7tpUoN0NCUczIqOSkkiQID1CPdDXlKCLSzSZ/jOC+VgIYxkIXV3Ci/pzIUCTlMPJ1Z4RUX856Y/E/r5uq8MzNKE9SRTieLgpTBlUMx6HAgAqCFRtqgrCg+laI+0ggrHR0JR2CPfvyX9I6Nu2qWb0+qdQv8jiKYAfsgQNggxqogyvQAE2AwQN4Ai/g1Xg0no03433aWjDymW3wC8bHNwFLl3o=</latexit>

xi 2 {5 · 10�7, 0.9}

<latexit sha1_base64="sDDY+LHK/SU+ypW8y9z40jdNoRM=">AAAB/XicbVDLSsNAFJ3UV62v+Ni5GSyCq5IUqeJCCrpwWcE+oIlhMp20QycPZm6EGoq/4saFIm79D3f+jdM2C209cOFwzr3ce4+fCK7Asr6NwtLyyupacb20sbm1vWPu7rVUnErKmjQWsez4RDHBI9YEDoJ1EslI6AvW9odXE7/9wKTicXQHo4S5IelHPOCUgJY888C5ZgIIduiA31e9DDxrfOGZZatiTYEXiZ2TMsrR8MwvpxfTNGQRUEGU6tpWAm5GJHAq2LjkpIolhA5Jn3U1jUjIlJtNrx/jY630cBBLXRHgqfp7IiOhUqPQ150hgYGa9ybif143heDczXiUpMAiOlsUpAJDjCdR4B6XjIIYaUKo5PpWTAdEEgo6sJIOwZ5/eZG0qhW7Vqndnpbrl3kcRXSIjtAJstEZqqMb1EBNRNEjekav6M14Ml6Md+Nj1low8pl99AfG5w9xWZSU</latexit>

��2
t0 :

<latexit sha1_base64="1fmpl+MBwnYmKv8eKa1STXCD+y0=">AAAB+XicdVDLSgMxFM34rPU16tJNsAgV7JApZexspODGZQX7gHYomTTThmYeJJlCGfonblwo4tY/ceffmGkrqOiByz2ccy+5OX7CmVQIfRhr6xubW9uFneLu3v7BoXl03JZxKghtkZjHoutjSTmLaEsxxWk3ERSHPqcdf3KT+50pFZLF0b2aJdQL8ShiASNYaWlgmhXbtS2nfwnLFWSh2sXALOmu4TgwJ3Yd2Zq4br1adaG9sBAqgRWaA/O9P4xJGtJIEY6l7NkoUV6GhWKE03mxn0qaYDLBI9rTNMIhlV62uHwOz7UyhEEsdEUKLtTvGxkOpZyFvp4MsRrL314u/uX1UhXUvYxFSapoRJYPBSmHKoZ5DHDIBCWKzzTBRDB9KyRjLDBROqyiDuHrp/B/0q5atmM5d7VS43oVRwGcgjNQBja4Ag1wC5qgBQiYggfwBJ6NzHg0XozX5eiasdo5AT9gvH0C7nqQow==</latexit>

�191.6 (�0.04)

Fit quality with MSHT parameterisation is significantly better than result of central NNPDF set.
<latexit sha1_base64="kz2YSpQAEUpEVeWQJWi16XxqFsg=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69BIvgqSQi1ZMUvHisYD+gDWWz3bRLN7thd6KU0J/hxYMiXv013vw3btsctPXBwOO9GWbmhYngBj3v2ymsrW9sbhW3Szu7e/sH5cOjllGppqxJlVC6ExLDBJesiRwF6ySakTgUrB2Ob2d++5Fpw5V8wEnCgpgMJY84JWilbk/z4QiJ1uqpX654VW8Od5X4OalAjka//NUbKJrGTCIVxJiu7yUYZEQjp4JNS73UsITQMRmyrqWSxMwE2fzkqXtmlYEbKW1LojtXf09kJDZmEoe2MyY4MsveTPzP66YYXQcZl0mKTNLFoigVLip39r874JpRFBNLCNXc3urSEdGEok2pZEPwl19eJa2Lql+r1u4vK/WbPI4inMApnIMPV1CHO2hAEygoeIZXeHPQeXHenY9Fa8HJZ47hD5zPH8UZkZQ=</latexit>!

• Do not expect central replica             to be absolute minimum of         but difference too large for this. 
Overfitting seems unlikely given fixed parameterisation, though not impossible?

<latexit sha1_base64="mLhhZ5qz/2DyysP0ZHXK9OKFP/E=">AAAB/XicbVDLSsNAFJ34rPUVHzs3g0VwISUpUl1JwY3LCvYBTQyT6aQdOjMJMxOhhuCvuHGhiFv/w51/47TNQlsPXDiccy/33hMmjCrtON/W0vLK6tp6aaO8ubW9s2vv7bdVnEpMWjhmseyGSBFGBWlpqhnpJpIgHjLSCUfXE7/zQKSisbjT44T4HA0EjShG2kiBfejhIb2vBVnmSQ4lSfIzJw/silN1poCLxC1IBRRoBvaX149xyonQmCGleq6TaD9DUlPMSF72UkUShEdoQHqGCsSJ8rPp9Tk8MUofRrE0JTScqr8nMsSVGvPQdHKkh2rem4j/eb1UR5d+RkWSaiLwbFGUMqhjOIkC9qkkWLOxIQhLam6FeIgkwtoEVjYhuPMvL5J2rerWq/Xb80rjqoijBI7AMTgFLrgADXADmqAFMHgEz+AVvFlP1ov1bn3MWpesYuYA/IH1+QPy9ZTn</latexit>

�2
rep,0

<latexit sha1_base64="Yk6QcNP9pbw3vAaASKcJtkOyqdg=">AAAB7XicbVBNSwMxEJ2tX7V+VT16CRbBU9ktUj1JwYvHCm5baNeSTbNtbDZZkqxQlv4HLx4U8er/8ea/MW33oK0PBh7vzTAzL0w408Z1v53C2vrG5lZxu7Szu7d/UD48ammZKkJ9IrlUnRBrypmgvmGG006iKI5DTtvh+Gbmt5+o0kyKezNJaBDjoWARI9hYqdUjI/ZQ65crbtWdA60SLycVyNHsl796A0nSmApDONa667mJCTKsDCOcTku9VNMEkzEe0q6lAsdUB9n82ik6s8oARVLZEgbN1d8TGY61nsSh7YyxGellbyb+53VTE10FGRNJaqggi0VRypGRaPY6GjBFieETSzBRzN6KyAgrTIwNqGRD8JZfXiWtWtWrV+t3F5XGdR5HEU7gFM7Bg0towC00wQcCj/AMr/DmSOfFeXc+Fq0FJ585hj9wPn8AKbuO3Q==</latexit>

�2

See Backup

• Positivity clearly plays significant role - completely dominated by low    gluon. Indeed removing it from 
pure NNPDF fit gives O(100) improvement. But not the only difference here.
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Integrability checked and not 
issue: Backup

• Improvement spread across fixed target, HERA DIS (without positivity) and LHC DY data.

<latexit sha1_base64="pD+Qen1/aFZZy3adAbRhSeYdkW8=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KolI9Vjw4rEF+wFtKJvtpF272YTdjVhCf4EXD4p49Sd589+4bXPQ1gcDj/dmmJkXJIJr47rfztr6xubWdmGnuLu3f3BYOjpu6ThVDJssFrHqBFSj4BKbhhuBnUQhjQKB7WB8O/Pbj6g0j+W9mSToR3QoecgZNVZqPPVLZbfizkFWiZeTMuSo90tfvUHM0gilYYJq3fXcxPgZVYYzgdNiL9WYUDamQ+xaKmmE2s/mh07JuVUGJIyVLWnIXP09kdFI60kU2M6ImpFe9mbif143NeGNn3GZpAYlWywKU0FMTGZfkwFXyIyYWEKZ4vZWwkZUUWZsNkUbgrf88ippXVa8aqXauCrXankcBTiFM7gAD66hBndQhyYwQHiGV3hzHpwX5935WLSuOfnMCfyB8/kD6TGNBQ==</latexit>x

<latexit sha1_base64="HMNT8paOZY9Tz78pJkINe9ByduQ=">AAAB9XicdVDLSgMxFM34rPVVdekmWIQKdsgMOnZ2BTcuK9gHtGPJpJk2NPMgyShl6H+4caGIW//FnX9jpq2gogcu93DOveTm+AlnUiH0YSwtr6yurRc2iptb2zu7pb39loxTQWiTxDwWHR9LyllEm4opTjuJoDj0OW3748vcb99RIVkc3ahJQr0QDyMWMIKVlm6rLjLPe6eVKjKRfdIvlXXXcByYE6uGLE1ct2bbLrRmFkJlsECjX3rvDWKShjRShGMpuxZKlJdhoRjhdFrspZImmIzxkHY1jXBIpZfNrp7CY60MYBALXZGCM/X7RoZDKSehrydDrEbyt5eLf3ndVAU1L2NRkioakflDQcqhimEeARwwQYniE00wEUzfCskIC0yUDqqoQ/j6KfyftGzTckzn+qxcry/iKIBDcAQqwAIXoA6uQAM0AQECPIAn8GzcG4/Gi/E6H10yFjsH4AeMt0+nC5AL</latexit>

�90.5 (�0.02)

Full fit: comparison
• Can also consider result of fit to real data entering NNPDF4.0 fit. To restate: exactly same data and 

theory, with only difference from PDF input parameterisation.

• Will in addition consider case where positivity is imposed at PDF (and cross section) level, as in 
NNPDF fit, for                               . Not something that is done in MSHT fits! 

<latexit sha1_base64="oOgt5WKOhumdGv66F9P2Dpm5LUg=">AAACB3icbVDLSsNAFJ3UV62vqktBBovgQkMi2upGCm5cVrAPaGKYTCbt0MkkzEzEErpz46+4caGIW3/BnX/jtM1CqwcuHM65l3vv8RNGpbKsL6MwN7+wuFRcLq2srq1vlDe3WjJOBSZNHLNYdHwkCaOcNBVVjHQSQVDkM9L2B5djv31HhKQxv1HDhLgR6nEaUoyUlrzy7r1HoUO5k51CBwexgrZ1mx3VRoeWee6MvHLFMq0J4F9i56QCcjS88qcTxDiNCFeYISm7tpUoN0NCUczIqOSkkiQID1CPdDXlKCLSzSZ/jOC+VgIYxkIXV3Ci/pzIUCTlMPJ1Z4RUX856Y/E/r5uq8MzNKE9SRTieLgpTBlUMx6HAgAqCFRtqgrCg+laI+0ggrHR0JR2CPfvyX9I6Nu2qWb0+qdQv8jiKYAfsgQNggxqogyvQAE2AwQN4Ai/g1Xg0no03433aWjDymW3wC8bHNwFLl3o=</latexit>

xi 2 {5 · 10�7, 0.9}

<latexit sha1_base64="sDDY+LHK/SU+ypW8y9z40jdNoRM=">AAAB/XicbVDLSsNAFJ3UV62v+Ni5GSyCq5IUqeJCCrpwWcE+oIlhMp20QycPZm6EGoq/4saFIm79D3f+jdM2C209cOFwzr3ce4+fCK7Asr6NwtLyyupacb20sbm1vWPu7rVUnErKmjQWsez4RDHBI9YEDoJ1EslI6AvW9odXE7/9wKTicXQHo4S5IelHPOCUgJY888C5ZgIIduiA31e9DDxrfOGZZatiTYEXiZ2TMsrR8MwvpxfTNGQRUEGU6tpWAm5GJHAq2LjkpIolhA5Jn3U1jUjIlJtNrx/jY630cBBLXRHgqfp7IiOhUqPQ150hgYGa9ybif143heDczXiUpMAiOlsUpAJDjCdR4B6XjIIYaUKo5PpWTAdEEgo6sJIOwZ5/eZG0qhW7Vqndnpbrl3kcRXSIjtAJstEZqqMb1EBNRNEjekav6M14Ml6Md+Nj1low8pl99AfG5w9xWZSU</latexit>
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Fit quality with MSHT parameterisation is significantly better than result of central NNPDF set!
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• Do not expect central replica             to be absolute minimum of         but difference too large for this. 
Overfitting seems unlikely given fixed parameterisation, though not impossible?
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See Backup

• Positivity clearly plays significant role - completely dominated by low    gluon. Indeed removing it from 
pure NNPDF fit gives O(100) improvement. But not the only difference here.

13

Integrability checked and not 
issue: Backup

• Improvement spread across fixed target, HERA DIS (without positivity) and LHC DY data.
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NNPDF4.0 pch MSHT fit MSHT fit (w positivity)
�

2
t0 5928.3 (1.282) 5736.7 (1.240) 5837.8 (1.262)

�
2
exp 5543.7 (1.198) 5380.0 (1.163) 5470.7 (1.18)

Table 1: �2 values for the NNPDF4.0 fit (perturbative charm) and the MSHT fits to the NNPDF dataset/theory
settings. The �2 per point (Npts = 4627) is shown in brackets, and the result with and without positivity imposed, as
described in the text, is given. Both experimental and t0 definitions are shown.

In practice, given the fixed MSHT parameterisation, taking ⇤k = 106 is too stringent a
requirement, leading to rather unstable fit results; if even a single PDF is negative and O(10�3)
in size at the highest xi value of 0.9, this can overwhelm the fit and the fixed MSHT parame-
terisation may not be su�ciently flexible to avoid this, even though it is well outside the data
region. We therefore take a value of ⇤k = 103 as the maximum one (for both PDF and physical
observables), though will monitor the extent to which any negativity remains after this.

The fit quality in this case is also shown in Table 1, and we can see that this is as expected
higher than the default fit, but still ⇠ 90 points lower than the NNPDF case. The remaining
positivity penalty (not included in the table value) is 8.5 points in �

2, and is driven by the d

PDF being negative but very small at x = 0.8 and the �DY,dd observable similarly being negative
at very forward rapidities, as it will by construction [3]. The FL pseudo–observable is also very
slightly negative at the lowest x value. [NOTE: LHL – Given how limited this negativity
is I think I could probably increase ⇤k further, and perhaps might do eventually
just to avoid any criticism, but it is a delicate thing to impose and I don’t think
there is any argument that one should expect a dramatic di↵erence from this]. For
the fit without positivity imposed the penalty is O(104) and by far the largest e↵ect is in the
low x gluon, as we might expect.

The resulting PDFs are shown in Fig. 6, and Fig. 7 which shows the same result, but with the
MSHT20 case given also for comparison. Errors are quoted with T

2 = 10, which is representative
of the MSHT dynamic tolerance. We now show the u, d and u, d rather than the uV , dV to ensure
that the considered x range covers the data region [NOTE: LHL – And because in reality
at low x the behaviour of the valence is driven by parameterisation, and I think
this muddies the water somewhat. Will need to discuss though, and the main point
is that fixing the low x down valence power to avoid any pathological behaviour at
low x does not lead to a significant increase in the fit quality, while the NNPDF
fit with a flavour basis also shows similar behaviour]. We can see significant deviations
between the default fit (with no positivity imposed) and the NNPDF4.0 case for all PDFs in
certain regions. The quark flavour decomposition is clearly di↵erent, and at low x all PDFs are
suppressed.

This low x suppression is driven by the negativity of the low x gluon at lower scales, and
indeed we can see that when positivity is imposed a much better agreement at low x is seen.
There remain however similarly significant di↵erences in terms of the quark flavour decompo-
sition [NOTE: LHL – I am not sure what is going on with the low x strangeness –
needs further investigation and not something I plan to show yet!]. Interestingly, in [6]
(Fig. 8.6) we can see that qualitatively some of these di↵erences in the u and d sector follow the
di↵erence that comes from using a flavour rather than an evolution basis, although the e↵ect we
see is clearly larger, and moreover the results in [6] concern the fitted rather than perturbative
charm fit, so the comparison is not completely direct. Note that the positivity constraint must
also be applied at the same level in the uncertainty calculation, which given it can lead to rather
sharp increases in �

2 for relatively small changes in PDF parameters in general leads to a rather
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Figure 6: A selection of PDFs at Q2 = 104 GeV2 that result from a global PDF fit to the NNPDF4.0 (perturba-
tive charm) dataset/theory setting, but using the MSHT20 parameterisation. Results with and without a positivity
constraint applied, as described in the text, are shown. PDF uncertainties for the MSHT fits correspond to a fixed
T 2 = 10 evaluation [NOTE: LHL – close to dynamic tolerance, and unclear at currently checking how
dynamic tolerance might be applied in case with positivity (not completely obvious)][NOTE: LHL
– also currently shows case with non-default gluon parameterisation (though di↵erence small), will
replace soon]. Results are shown as a ratio to the NNPDF4.0 (perturbative charm) fit to the same dataset/theory
settings. 10

• Comparing PDFs, see clear effect of positivity at low    : driven by known fact that default result 
prefers gluon to be negative at low         . Trend also seen if positivity removed from pure NNPDF fit.

• Imposing positivity gives much better agreement at low    , but clear difference in flavour 
decomposition remains.

• Notable that qualitatively this follows trend of using flavour rather than evolution basis (though 
difference larger and not identical).
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Figure 6: A selection of PDFs at Q2 = 104 GeV2 that result from a global PDF fit to the NNPDF4.0 (perturba-
tive charm) dataset/theory setting, but using the MSHT20 parameterisation. Results with and without a positivity
constraint applied, as described in the text, are shown. PDF uncertainties for the MSHT fits correspond to a fixed
T 2 = 10 evaluation [NOTE: LHL – close to dynamic tolerance, and unclear at currently checking how
dynamic tolerance might be applied in case with positivity (not completely obvious)][NOTE: LHL
– also currently shows case with non-default gluon parameterisation (though di↵erence small), will
replace soon]. Results are shown as a ratio to the NNPDF4.0 (perturbative charm) fit to the same dataset/theory
settings. 10
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Figure 6: A selection of PDFs at Q2 = 104 GeV2 that result from a global PDF fit to the NNPDF4.0 (perturba-
tive charm) dataset/theory setting, but using the MSHT20 parameterisation. Results with and without a positivity
constraint applied, as described in the text, are shown. PDF uncertainties for the MSHT fits correspond to a fixed
T 2 = 10 evaluation [NOTE: LHL – close to dynamic tolerance, and unclear at currently checking how
dynamic tolerance might be applied in case with positivity (not completely obvious)][NOTE: LHL
– also currently shows case with non-default gluon parameterisation (though di↵erence small), will
replace soon]. Results are shown as a ratio to the NNPDF4.0 (perturbative charm) fit to the same dataset/theory
settings. 10
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Positivity?
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Figure 8: The gluon PDFs at Q2 = 5GeV2 that result from a global PDF fit to the NNPDF4.0 (perturbative charm)
dataset/theory setting, but using the MSHT20 parameterisation. Results with and without a positivity constraint
applied, as described in the text, are shown. PDF uncertainties for the MSHT fits correspond to a fixed T 2 = 10
tolerance, and the NNPDF4.0 (perturbative charm) fit to the same dataset/theory settings is also shown.

more significant deviation from quadratic behaviour, i.e. we do not always have t ⇠ T even for
lower eigenvectors. This results in rather constrained PDF uncertainties, in particular at lower
x, as is clear from the figure.

From Fig. 7 we can see a very similar low x behaviour between the default and MSHT20
fits, consistent with the fact that the (lack of) positivity requirement is driving this e↵ect. For
the flavour decomposition the similarities are less clear, but there are some in the u, d PDFs.
Of course, the MSHT20 fit uses di↵erent data and theoretical settings, so one would not expect
agreement in all cases. In terms of whether the positivity requirement should be imposed here,
I find Fig. 8 to be instructive. It is clear that the NNPDF fit would like for the gluon to be
as negative as possible, and indeed it is precisely below the lowest xi = 5 · 10�7 point at which
positivity is imposed. The default MSHT fit on the other hand is negative at x ⇠ 5 · 10�5 (for
the MSHT20 fit, not shown, this is x ⇠ 10�5). I am not sure how much of a strong argument
one can make to distinguish these two cases, though clearly x ⇠ 5 · 10�5 is rather higher than
x ⇠ 5 · 10�7.[NOTE: LHL – thoughts?] Given also in the NNPDF case the fit clearly prefers
for the low x gluon to be negative, which as we will see is not the case in the fitted charm fit,
I also wonder to what extent this might lead to somewhat strange results in their perturbative
charm fit. i.e. if the fit is driven by this rather stringent positivity requirement rather than the
actual fit to the data in some regions.

The PDF uncertainties in the case of the default fit are shown in Fig. 9 for T
2 = 1, 10 and

with the dynamic tolerance criterium applied. In the latter case this is as in the default MSHT
treatment, albeit for technical simplicity with every single dataset in the NNPDF global dataset
treated as a separate possible constraint, i.e. each individual HERA dataset and so on. We
can see that the dynamic and fixed T

2 = 10 tolerance agree remarkably well ([NOTE: LHL
– Tom, when you looked at this how good was the agreement?]). We can also see
that, consistently with the L0 closure test results in Fig. 5, the NNPDF uncertainty is in the
case of the quark flavour decomposition rather close to the T

2 = 1 uncertainties, while for the
gluon and singlet it is somewhat larger, but still rather lower in general than the T

2 = 10, or
equivalently dynamic tolerance, case. Indeed, the overall uncertainty size in the L0 closure and
full fits is rather similar.

The same comparison, but now with the MSHT20 case instead of the dynamic tolerance fit
given is shown in Fig. 10. In general, this is of a similar size to the MSHT fit to the NNPDF
dataset/theory settings, with T

2 = 10 applied. However, there are some di↵erences as we would
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• General arguments for imposing strict positivity on PDFs outside of current data region rely on 
perturbative stability. Not clear for (very) low gluon - sensitivity to resummation etc.

Candido et al., arXiv:2308.00025

• More imporantly - all cases are actually negative at low   ! Notable that the NNPDF gluon still 
prefers to be as negative as possible, i.e. just below the minimum      value where positivity imposed. 
Driving fit in undesirable way?
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Comparison to NNPDF uncertainties
• Can do same comparison of MSHT vs. NNPDF PDF uncertainties but now in global fit. Completely 

like-for-like. Results very similar to closure test comparison:
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• With rather similar overall trends with    .

• Exception at high      where NNPDF uncertainy can become larger.
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<latexit sha1_base64="/rQS/75IjvUOO2o2jH6b+fVp0As=">AAAB6HicdVDLSgNBEJyNrxhfUY9eBoPgKcwGWZNbwIt4SsA8IFnC7KQ3GTM7u8zMCmHJF3jxoIhXP8mbf+PkIahoQUNR1U13V5AIrg0hH05ubX1jcyu/XdjZ3ds/KB4etXWcKgYtFotYdQOqQXAJLcONgG6igEaBgE4wuZr7nXtQmsfy1kwT8CM6kjzkjBorNUeDYomUiYXn4Tlxq8S1pFarVio17C4sQkpohcag+N4fxiyNQBomqNY9lyTGz6gynAmYFfqphoSyCR1Bz1JJI9B+tjh0hs+sMsRhrGxJgxfq94mMRlpPo8B2RtSM9W9vLv7l9VITVv2MyyQ1INlyUZgKbGI8/xoPuQJmxNQSyhS3t2I2pooyY7Mp2BC+PsX/k3al7Hplr3lRqt+s4sijE3SKzpGLLlEdXaMGaiGGAD2gJ/Ts3DmPzovzumzNOauZY/QDztsnKcONOw==</latexit>g <latexit sha1_base64="kBum1pcLCWONZVyPXWnDCQcPxmk=">AAAB9XicdVDLSgMxFL3js9ZX1aWbYBEEoWSKjO2u4EZcVbAPaMeSSdM2NDMZkoxShv6HGxeKuPVf3Pk3ZtoKKnogcDjnHu7NCWLBtcH4w1laXlldW89t5De3tnd2C3v7TS0TRVmDSiFVOyCaCR6xhuFGsHasGAkDwVrB+CLzW3dMaS6jGzOJmR+SYcQHnBJjpVt92pXWztKpnvYKRVzCFp6HMuJWsGtJtVopl6vInVkYF2GBeq/w3u1LmoQsMlQQrTsujo2fEmU4FWya7yaaxYSOyZB1LI1IyLSfzq6eomOr9NFAKvsig2bq90RKQq0nYWAnQ2JG+reXiX95ncQMKn7KozgxLKLzRYNEICNRVgHqc8WoERNLCFXc3oroiChCjS0qb0v4+in6nzTLJdcreddnxdrVoo4cHMIRnIAL51CDS6hDAygoeIAneHbunUfnxXmdjy45i8wB/IDz9glWh5Mf</latexit>

s+ s
<latexit sha1_base64="YOMNXdCn4L/E2+PDELJliLobNAo=">AAAB6HicdVDLSgNBEOyNrxhfUY9eBoPgKcwGWZNbwIt4SsA8IFnC7OxsMmb2wcysEJZ8gRcPinj1k7z5N84mEVS0oKGo6qa7y0sEVxrjD6uwtr6xuVXcLu3s7u0flA+PuipOJWUdGotY9j2imOAR62iuBesnkpHQE6znTa9yv3fPpOJxdKtnCXNDMo54wCnRRmr7o3IFV7GB46Cc2HVsG9Jo1Gu1BrIXFsYVWKE1Kr8P/ZimIYs0FUSpgY0T7WZEak4Fm5eGqWIJoVMyZgNDIxIy5WaLQ+fozCg+CmJpKtJooX6fyEio1Cz0TGdI9ET99nLxL2+Q6qDuZjxKUs0iulwUpALpGOVfI59LRrWYGUKo5OZWRCdEEqpNNiUTwten6H/SrVVtp+q0LyrNm1UcRTiBUzgHGy6hCdfQgg5QYPAAT/Bs3VmP1ov1umwtWKuZY/gB6+0TJTeNOA==</latexit>

d



Full fit with fitted charm
• Readily extend previous study to include fitted charm. NNPDF theory inputs change accordingly, 

while PDFs parametrised  at                                          rather than 1 GeV, and parameterise charm:

Global Closure - set up
• How best to set up a global closure test? Will make use of 

publicly available NNPDF fitting code.

• Provides python libraries to load NNPDF dataset and 
theory predictions, given PDF set. More precisely gives:

https://docs.nnpdf.science/

PDFs at input 
scale Q0

<latexit sha1_base64="Ym2/5j5Zve8m0eilrMX6fZGUePo=">AAAB6nicbVDLSsNAFL2pr1pfUZduBovgqiRWfOwKbly2aB/QhjKZTtqhk0mYmQgl9BPcuFDErV/kzr9xkgZR64ELh3Pu5d57/JgzpR3n0yqtrK6tb5Q3K1vbO7t79v5BR0WJJLRNIh7Jno8V5UzQtmaa014sKQ59Trv+9Cbzuw9UKhaJez2LqRfisWABI1gb6a41dIZ21ak5OdAycQtShQLNof0xGEUkCanQhGOl+q4Tay/FUjPC6bwySBSNMZniMe0bKnBIlZfmp87RiVFGKIikKaFRrv6cSHGo1Cz0TWeI9UT99TLxP6+f6ODKS5mIE00FWSwKEo50hLK/0YhJSjSfGYKJZOZWRCZYYqJNOpU8hOsMF98vL5POWc2t1+qt82qjUcRRhiM4hlNw4RIacAtNaAOBMTzCM7xY3HqyXq23RWvJKmYO4Res9y/m4Y2t</latexit>

Theory 
predictions

FK tables

Data

<latexit sha1_base64="VpScj38oj1dcIpDZubrvPa1Ey/I=">AAAB7XicbVBNTwIxEJ3FL8Qv1KOXRmLiiewSgx6JXjxi4gIJrKRbulDptpu2a0I2/AcvHjTGq//Hm//GAntQ8CWTvLw3k5l5YcKZNq777RTW1jc2t4rbpZ3dvf2D8uFRS8tUEeoTyaXqhFhTzgT1DTOcdhJFcRxy2g7HNzO//USVZlLcm0lCgxgPBYsYwcZKrR4ZsYdav1xxq+4caJV4OalAjma//NUbSJLGVBjCsdZdz01MkGFlGOF0WuqlmiaYjPGQdi0VOKY6yObXTtGZVQYoksqWMGiu/p7IcKz1JA5tZ4zNSC97M/E/r5ua6CrImEhSQwVZLIpSjoxEs9fRgClKDJ9Ygoli9lZERlhhYmxAJRuCt/zyKmnVql69Wr+7qDSu8ziKcAKncA4eXEIDbqEJPhB4hGd4hTdHOi/Ou/OxaC04+cwx/IHz+QMq747h</latexit>

�2

• Given arbitrary PDF set ( grid of         at         ) can evaluate theory predictions + fit quality.

• This allows us to evaluate corresponding fit quality with a (MSHT) fixed parameterisation, but to 
NNPDF data/theory - only difference is input parameterisation. From above module can also build up 
optimizer in usual way to give best fit, Hessian errors etc. 

• Will use for closure tests (though not essential) - but setting things up in this way will allow direct 
comparison at level of full fit.

<latexit sha1_base64="j0nmMX+KYQmVKO26wNdVanWE/7c=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqseiF48V7Ac0oWy2m3bpZhN2J0IJ/RFePCji1d/jzX/jts1Bqw8GHu/NMDMvTKUw6LpfTmltfWNzq7xd2dnd2z+oHh51TJJpxtsskYnuhdRwKRRvo0DJe6nmNA4l74aT27nffeTaiEQ94DTlQUxHSkSCUbRS18+jgfBng2rNrbsLkL/EK0gNCrQG1U9/mLAs5gqZpMb0PTfFIKcaBZN8VvEzw1PKJnTE+5YqGnMT5ItzZ+TMKkMSJdqWQrJQf07kNDZmGoe2M6Y4NqveXPzP62cYXQe5UGmGXLHloiiTBBMy/50MheYM5dQSyrSwtxI2ppoytAlVbAje6st/Seei7jXqjfvLWvOmiKMMJ3AK5+DBFTThDlrQBgYTeIIXeHVS59l5c96XrSWnmDmGX3A+vgFylo+p</latexit>

{fi}
<latexit sha1_base64="4SEKKPrCGKu5wJxGiuXVYEFt+mU=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqseiF48V7Ac0oWy203bpZhN2N2IJ/RFePCji1d/jzX/jts1BWx8MPN6bYWZemAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCalGwSU2DTcCO4lCGoUC2+H4dua3H1FpHssHM0kwiOhQ8gFn1Fip7WdPPe5Pe+WKW3XnIKvEy0kFcjR65S+/H7M0QmmYoFp3PTcxQUaV4UzgtOSnGhPKxnSIXUsljVAH2fzcKTmzSp8MYmVLGjJXf09kNNJ6EoW2M6JmpJe9mfif103N4DrIuExSg5ItFg1SQUxMZr+TPlfIjJhYQpni9lbCRlRRZmxCJRuCt/zyKmldVL1atXZ/Wanf5HEU4QRO4Rw8uII63EEDmsBgDM/wCm9O4rw4787HorXg5DPH8AfO5w+OJo+7</latexit>

{xi}

NNPDF

NNPDF

<latexit sha1_base64="6gaQ1y/YS7ehxRnRLzXUxLpG+u0=">AAACCHicbVDLSsNAFJ34rPUVdenCwSJUKCERrW4sBRe6bME+oAlhMp20Q2eSMDMRSujSjb/ixoUibv0Ed/6N08dCWw9cOJxzL/feEySMSmXb38bS8srq2npuI7+5tb2za+7tN2WcCkwaOGaxaAdIEkYj0lBUMdJOBEE8YKQVDG7GfuuBCEnj6F4NE+Jx1ItoSDFSWvLNo7pvXztW+cItwcwVHN6S5gi6pSKsQO7jU98s2JY9AVwkzowUwAw13/xyuzFOOYkUZkjKjmMnysuQUBQzMsq7qSQJwgPUIx1NI8SJ9LLJIyN4opUuDGOhK1Jwov6eyBCXcsgD3cmR6st5byz+53VSFV55GY2SVJEITxeFKYMqhuNUYJcKghUbaoKwoPpWiPtIIKx0dnkdgjP/8iJpnllO2SrXzwvVyiyOHDgEx6AIHHAJquAO1EADYPAInsEreDOejBfj3fiYti4Zs5kD8AfG5w90BpZy</latexit>

Q0 = 1.65GeV (> mc)

NNPDF4.0 MSHT fit MSHT fit (w positivity)
�

2
t0 5692.1 (1.233) 5645.2 (1.222) 5651.0 (1.224)

�
2
exp 5354.1 (1.160) 5322.5 (1.153) 5341.5 (1.1157)

Table 2: �2 values for the NNPDF4.0 fit (fitted charm) and the MSHT fits to the NNPDF dataset/theory settings.
The �2 per point (Npts = 4627) is shown in brackets, and the result with and without positivity imposed, as described
in the text, is given. Both experimental and t0 definitions are shown.

expect, given the underlying fits are not the same. Indeed, on average the MSHT20 uncertainty
is somewhat lower than the fit to the NNPDF dataset with T

2 = 10 (or equivalently the dynamic
tolerance) applied.

4.2 Fitted Charm

We now consider the result of a fit to the real data entering the NNPDF fit, and the same
NNPDF theory settings but now with fitted charm. Procedurally, this works in exactly the
same way as before, but now the fit input can take an arbitrary set of PDFs defined at a higher
Q0 = 1.65 GeV (> mc = 1.51 GeV). In this case the charm PDF can be freely parameterised,
and we do this by assuming that c = c at input, while for c+ = c + c we take the standard 6
Chebyshev parameterisation:

xc+(x, Q0) = Ac+x
�c+ (1 � x)⌘c+

 
1 +

6X

i=1

ac,iTi(y(x))

!
. (2)

The fit qualities are shown in Table 2. We can see that the MSHT fit is again better than the
NNPDF result, but by rather less ⇠ 50 points, rather than the ⇠ 190 points in the cases of the
perturbative charm in Table 1. Nonetheless, this is a significant improvement in fit quality. We
also show the case with the same positivity requirement imposed as before, and can see that
the impact of this is relatively limited. In this case, the central gluon in the default fit is in fact
entirely positive in the region where positivity is imposed, and the only negativity comes from
the down quark at high x and the charm structure function at intermediate x.

Turning now to the PDF comparison, this is shown in Fig. 11 for the case of T
2 = 10

uncertainties (see also Fig. 12 for the T
2 = 1 case). We can see that the agreement between

the MSHT fit and the NNPDF baseline is now significantly improved in comparison to the
perturbative charm case, as we would expect given the smaller di↵erence in fit quality. Moroever,
the di↵erence between the cases with and without positivity imposed is also much smaller, again
as we would expect given the small di↵erence in fit qualities. Of particular not is the behaviour
at low x, for which we now see much greater consistency between the three cases. This is due,
as noted above, to the fact that the central low x, Q

2 gluon no longer prefers any particularly
significant negativity. This is demonstrated in Fig. 13, which shows the low x gluon at the
Q

2 = 5GeV2, i.e. when the positivity requirement is imposed. [NOTE: LHL – I’m not
immediately sure why this is, any thoughts? Maybe this allows you to fit HERA
data well without starting with a negative gluon at low scale? Would be consistent
with NNPDF intrinsic charm being negative at lower x I think. Could be taken as
an argument for fitting charm I suppose!]

There are however some di↵erences between the MSHT fit and the NNPDF baseline, which
we can highlight by looking at Fig. 12, where the T

2 = 1 uncertainties are given for demonstra-
tion purposes. The largest di↵erences are as before in the quark flavour decomposition, but we
can also see that a somewhat larger gluon at intermediate x is preferred.
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<latexit sha1_base64="gVoHEF+A+KtuQvBFS47pcDjYa4g=">AAAB9XicbVBNS8NAEJ3Ur1q/qh69LBahgpZEpHpRCl48tmA/oI1hs920SzebsLvRltL/4cWDIl79L978N27bHLT6YODx3gwz8/yYM6Vt+8vKLC2vrK5l13Mbm1vbO/ndvYaKEklonUQ8ki0fK8qZoHXNNKetWFIc+pw2/cHN1G8+UKlYJO70KKZuiHuCBYxgbaR7NCTeaXF4UvPs4yvbyxfskj0D+kuclBQgRdXLf3a6EUlCKjThWKm2Y8faHWOpGeF0kuskisaYDHCPtg0VOKTKHc+unqAjo3RREElTQqOZ+nNijEOlRqFvOkOs+2rRm4r/ee1EB5fumIk40VSQ+aIg4UhHaBoB6jJJieYjQzCRzNyKSB9LTLQJKmdCcBZf/ksaZyWnXCrXzguV6zSOLBzAIRTBgQuowC1UoQ4EJDzBC7xaj9az9Wa9z1szVjqzD79gfXwD6oCQ1g==</latexit>

xc�(x,Q0) = 0

• Find:

<latexit sha1_base64="sDDY+LHK/SU+ypW8y9z40jdNoRM=">AAAB/XicbVDLSsNAFJ3UV62v+Ni5GSyCq5IUqeJCCrpwWcE+oIlhMp20QycPZm6EGoq/4saFIm79D3f+jdM2C209cOFwzr3ce4+fCK7Asr6NwtLyyupacb20sbm1vWPu7rVUnErKmjQWsez4RDHBI9YEDoJ1EslI6AvW9odXE7/9wKTicXQHo4S5IelHPOCUgJY888C5ZgIIduiA31e9DDxrfOGZZatiTYEXiZ2TMsrR8MwvpxfTNGQRUEGU6tpWAm5GJHAq2LjkpIolhA5Jn3U1jUjIlJtNrx/jY630cBBLXRHgqfp7IiOhUqPQ150hgYGa9ybif143heDczXiUpMAiOlsUpAJDjCdR4B6XjIIYaUKo5PpWTAdEEgo6sJIOwZ5/eZG0qhW7Vqndnpbrl3kcRXSIjtAJstEZqqMb1EBNRNEjekav6M14Ml6Md+Nj1low8pl99AfG5w9xWZSU</latexit>

��2
t0 :

<latexit sha1_base64="UQxPZ0atn5SyBTcVQnyc5H06DVg=">AAAB+XicdZDLSgMxFIYz9VbrbdSlm2ARKuiQKWXsbKTgxmUFe4F2KJk004ZmLiSZQhn6Jm5cKOLWN3Hn25hpK6jogcDH/5/DOfn9hDOpEPowCmvrG5tbxe3Szu7e/oF5eNSWcSoIbZGYx6LrY0k5i2hLMcVpNxEUhz6nHX9yk/udKRWSxdG9miXUC/EoYgEjWGlpYJqXNduyYf8CVpCFkHs+MMs5IOQ4MAe7jmwNrluvVl1oLyyEymBVzYH53h/GJA1ppAjHUvZslCgvw0Ixwum81E8lTTCZ4BHtaYxwSKWXLS6fwzOtDGEQC/0iBRfq94kMh1LOQl93hliN5W8vF//yeqkK6l7GoiRVNCLLRUHKoYphHgMcMkGJ4jMNmAimb4VkjAUmSodV0iF8/RT+D+2qZTuWc1crN65XcRTBCTgFFWCDK9AAt6AJWoCAKXgAT+DZyIxH48V4XbYWjNXMMfhRxtsn0KOQkA==</latexit>

�41.1 (0.009)
<latexit sha1_base64="shaCGwIlRv5htrMCRk18P637Bn4=">AAAB+XicdZDLSgMxFIYz9VbrbdSlm2ARKuiQKWXsbKTgxmUFe4F2KJk004ZmLiSZQhn6Jm5cKOLWN3Hn25hpK6jogcDH/5/DOfn9hDOpEPowCmvrG5tbxe3Szu7e/oF5eNSWcSoIbZGYx6LrY0k5i2hLMcVpNxEUhz6nHX9yk/udKRWSxdG9miXUC/EoYgEjWGlpYJqXNcdyYf8CVpCFbPt8YJY16HIcmINdR7YG161Xqy60FxZCZbCq5sB87w9jkoY0UoRjKXs2SpSXYaEY4XRe6qeSJphM8Ij2NEY4pNLLFpfP4ZlWhjCIhX6Rggv1+0SGQylnoa87Q6zG8reXi395vVQFdS9jUZIqGpHloiDlUMUwjwEOmaBE8ZkGTATTt0IyxgITpcMq6RC+fgr/h3bVsh3LuauVG9erOIrgBJyCCrDBFWiAW9AELUDAFDyAJ/BsZMaj8WK8LlsLxmrmGPwo4+0T2k6Qlg==</latexit>

�46.9 (0.011)

Fit quality with MSHT parameterisation again better than result of central NNPDF set, albeit by less 
than in perturbative charm case.

<latexit sha1_base64="kz2YSpQAEUpEVeWQJWi16XxqFsg=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69BIvgqSQi1ZMUvHisYD+gDWWz3bRLN7thd6KU0J/hxYMiXv013vw3btsctPXBwOO9GWbmhYngBj3v2ymsrW9sbhW3Szu7e/sH5cOjllGppqxJlVC6ExLDBJesiRwF6ySakTgUrB2Ob2d++5Fpw5V8wEnCgpgMJY84JWilbk/z4QiJ1uqpX654VW8Od5X4OalAjka//NUbKJrGTCIVxJiu7yUYZEQjp4JNS73UsITQMRmyrqWSxMwE2fzkqXtmlYEbKW1LojtXf09kJDZmEoe2MyY4MsveTPzP66YYXQcZl0mKTNLFoigVLip39r874JpRFBNLCNXc3urSEdGEok2pZEPwl19eJa2Lql+r1u4vK/WbPI4inMApnIMPV1CHO2hAEygoeIZXeHPQeXHenY9Fa8HJZ47hD5zPH8UZkZQ=</latexit>!

• Role of positivity now marginal (confirmed with direct NNPDF fit).
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Integrability checked and not 
issue: Backup

• Improvement spread across fixed target and LHC DY data.

Full fit with fitted charm
• Readily extend previous study to include fitted charm. NNPDF theory inputs change accordingly, 

while PDFs parametrised  at                                          rather than 1 GeV, and parameterise charm:

Global Closure - set up
• How best to set up a global closure test? Will make use of 

publicly available NNPDF fitting code.

• Provides python libraries to load NNPDF dataset and 
theory predictions, given PDF set. More precisely gives:

https://docs.nnpdf.science/

PDFs at input 
scale Q0

<latexit sha1_base64="Ym2/5j5Zve8m0eilrMX6fZGUePo=">AAAB6nicbVDLSsNAFL2pr1pfUZduBovgqiRWfOwKbly2aB/QhjKZTtqhk0mYmQgl9BPcuFDErV/kzr9xkgZR64ELh3Pu5d57/JgzpR3n0yqtrK6tb5Q3K1vbO7t79v5BR0WJJLRNIh7Jno8V5UzQtmaa014sKQ59Trv+9Cbzuw9UKhaJez2LqRfisWABI1gb6a41dIZ21ak5OdAycQtShQLNof0xGEUkCanQhGOl+q4Tay/FUjPC6bwySBSNMZniMe0bKnBIlZfmp87RiVFGKIikKaFRrv6cSHGo1Cz0TWeI9UT99TLxP6+f6ODKS5mIE00FWSwKEo50hLK/0YhJSjSfGYKJZOZWRCZYYqJNOpU8hOsMF98vL5POWc2t1+qt82qjUcRRhiM4hlNw4RIacAtNaAOBMTzCM7xY3HqyXq23RWvJKmYO4Res9y/m4Y2t</latexit>

Theory 
predictions

FK tables

Data

<latexit sha1_base64="VpScj38oj1dcIpDZubrvPa1Ey/I=">AAAB7XicbVBNTwIxEJ3FL8Qv1KOXRmLiiewSgx6JXjxi4gIJrKRbulDptpu2a0I2/AcvHjTGq//Hm//GAntQ8CWTvLw3k5l5YcKZNq777RTW1jc2t4rbpZ3dvf2D8uFRS8tUEeoTyaXqhFhTzgT1DTOcdhJFcRxy2g7HNzO//USVZlLcm0lCgxgPBYsYwcZKrR4ZsYdav1xxq+4caJV4OalAjma//NUbSJLGVBjCsdZdz01MkGFlGOF0WuqlmiaYjPGQdi0VOKY6yObXTtGZVQYoksqWMGiu/p7IcKz1JA5tZ4zNSC97M/E/r5ua6CrImEhSQwVZLIpSjoxEs9fRgClKDJ9Ygoli9lZERlhhYmxAJRuCt/zyKmnVql69Wr+7qDSu8ziKcAKncA4eXEIDbqEJPhB4hGd4hTdHOi/Ou/OxaC04+cwx/IHz+QMq747h</latexit>

�2

• Given arbitrary PDF set ( grid of         at         ) can evaluate theory predictions + fit quality.

• This allows us to evaluate corresponding fit quality with a (MSHT) fixed parameterisation, but to 
NNPDF data/theory - only difference is input parameterisation. From above module can also build up 
optimizer in usual way to give best fit, Hessian errors etc. 

• Will use for closure tests (though not essential) - but setting things up in this way will allow direct 
comparison at level of full fit.

<latexit sha1_base64="j0nmMX+KYQmVKO26wNdVanWE/7c=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqseiF48V7Ac0oWy2m3bpZhN2J0IJ/RFePCji1d/jzX/jts1Bqw8GHu/NMDMvTKUw6LpfTmltfWNzq7xd2dnd2z+oHh51TJJpxtsskYnuhdRwKRRvo0DJe6nmNA4l74aT27nffeTaiEQ94DTlQUxHSkSCUbRS18+jgfBng2rNrbsLkL/EK0gNCrQG1U9/mLAs5gqZpMb0PTfFIKcaBZN8VvEzw1PKJnTE+5YqGnMT5ItzZ+TMKkMSJdqWQrJQf07kNDZmGoe2M6Y4NqveXPzP62cYXQe5UGmGXLHloiiTBBMy/50MheYM5dQSyrSwtxI2ppoytAlVbAje6st/Seei7jXqjfvLWvOmiKMMJ3AK5+DBFTThDlrQBgYTeIIXeHVS59l5c96XrSWnmDmGX3A+vgFylo+p</latexit>

{fi}
<latexit sha1_base64="4SEKKPrCGKu5wJxGiuXVYEFt+mU=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqseiF48V7Ac0oWy203bpZhN2N2IJ/RFePCji1d/jzX/jts1BWx8MPN6bYWZemAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCalGwSU2DTcCO4lCGoUC2+H4dua3H1FpHssHM0kwiOhQ8gFn1Fip7WdPPe5Pe+WKW3XnIKvEy0kFcjR65S+/H7M0QmmYoFp3PTcxQUaV4UzgtOSnGhPKxnSIXUsljVAH2fzcKTmzSp8MYmVLGjJXf09kNNJ6EoW2M6JmpJe9mfif103N4DrIuExSg5ItFg1SQUxMZr+TPlfIjJhYQpni9lbCRlRRZmxCJRuCt/zyKmldVL1atXZ/Wanf5HEU4QRO4Rw8uII63EEDmsBgDM/wCm9O4rw4787HorXg5DPH8AfO5w+OJo+7</latexit>

{xi}

NNPDF

NNPDF

<latexit sha1_base64="6gaQ1y/YS7ehxRnRLzXUxLpG+u0=">AAACCHicbVDLSsNAFJ34rPUVdenCwSJUKCERrW4sBRe6bME+oAlhMp20Q2eSMDMRSujSjb/ixoUibv0Ed/6N08dCWw9cOJxzL/feEySMSmXb38bS8srq2npuI7+5tb2za+7tN2WcCkwaOGaxaAdIEkYj0lBUMdJOBEE8YKQVDG7GfuuBCEnj6F4NE+Jx1ItoSDFSWvLNo7pvXztW+cItwcwVHN6S5gi6pSKsQO7jU98s2JY9AVwkzowUwAw13/xyuzFOOYkUZkjKjmMnysuQUBQzMsq7qSQJwgPUIx1NI8SJ9LLJIyN4opUuDGOhK1Jwov6eyBCXcsgD3cmR6st5byz+53VSFV55GY2SVJEITxeFKYMqhuNUYJcKghUbaoKwoPpWiPtIIKx0dnkdgjP/8iJpnllO2SrXzwvVyiyOHDgEx6AIHHAJquAO1EADYPAInsEreDOejBfj3fiYti4Zs5kD8AfG5w90BpZy</latexit>

Q0 = 1.65GeV (> mc)

NNPDF4.0 MSHT fit MSHT fit (w positivity)
�

2
t0 5692.1 (1.233) 5645.2 (1.222) 5651.0 (1.224)

�
2
exp 5354.1 (1.160) 5322.5 (1.153) 5341.5 (1.1157)

Table 2: �2 values for the NNPDF4.0 fit (fitted charm) and the MSHT fits to the NNPDF dataset/theory settings.
The �2 per point (Npts = 4627) is shown in brackets, and the result with and without positivity imposed, as described
in the text, is given. Both experimental and t0 definitions are shown.

expect, given the underlying fits are not the same. Indeed, on average the MSHT20 uncertainty
is somewhat lower than the fit to the NNPDF dataset with T

2 = 10 (or equivalently the dynamic
tolerance) applied.

4.2 Fitted Charm

We now consider the result of a fit to the real data entering the NNPDF fit, and the same
NNPDF theory settings but now with fitted charm. Procedurally, this works in exactly the
same way as before, but now the fit input can take an arbitrary set of PDFs defined at a higher
Q0 = 1.65 GeV (> mc = 1.51 GeV). In this case the charm PDF can be freely parameterised,
and we do this by assuming that c = c at input, while for c+ = c + c we take the standard 6
Chebyshev parameterisation:

xc+(x, Q0) = Ac+x
�c+ (1 � x)⌘c+

 
1 +

6X

i=1

ac,iTi(y(x))

!
. (2)

The fit qualities are shown in Table 2. We can see that the MSHT fit is again better than the
NNPDF result, but by rather less ⇠ 50 points, rather than the ⇠ 190 points in the cases of the
perturbative charm in Table 1. Nonetheless, this is a significant improvement in fit quality. We
also show the case with the same positivity requirement imposed as before, and can see that
the impact of this is relatively limited. In this case, the central gluon in the default fit is in fact
entirely positive in the region where positivity is imposed, and the only negativity comes from
the down quark at high x and the charm structure function at intermediate x.

Turning now to the PDF comparison, this is shown in Fig. 11 for the case of T
2 = 10

uncertainties (see also Fig. 12 for the T
2 = 1 case). We can see that the agreement between

the MSHT fit and the NNPDF baseline is now significantly improved in comparison to the
perturbative charm case, as we would expect given the smaller di↵erence in fit quality. Moroever,
the di↵erence between the cases with and without positivity imposed is also much smaller, again
as we would expect given the small di↵erence in fit qualities. Of particular not is the behaviour
at low x, for which we now see much greater consistency between the three cases. This is due,
as noted above, to the fact that the central low x, Q

2 gluon no longer prefers any particularly
significant negativity. This is demonstrated in Fig. 13, which shows the low x gluon at the
Q

2 = 5GeV2, i.e. when the positivity requirement is imposed. [NOTE: LHL – I’m not
immediately sure why this is, any thoughts? Maybe this allows you to fit HERA
data well without starting with a negative gluon at low scale? Would be consistent
with NNPDF intrinsic charm being negative at lower x I think. Could be taken as
an argument for fitting charm I suppose!]

There are however some di↵erences between the MSHT fit and the NNPDF baseline, which
we can highlight by looking at Fig. 12, where the T

2 = 1 uncertainties are given for demonstra-
tion purposes. The largest di↵erences are as before in the quark flavour decomposition, but we
can also see that a somewhat larger gluon at intermediate x is preferred.
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�46.9 (0.011)

Fit quality with MSHT parameterisation again better than result of central NNPDF set, albeit by less 
than in perturbative charm case.
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• Role of positivity now marginal (confirmed with direct NNPDF fit).
17

Integrability checked and not 
issue: Backup

• Improvement spread across fixed target and LHC DY data.

NNPDF4.0 MSHT fit MSHT fit (w positivity)
�

2
t0 5692.1 (1.233) 5645.2 (1.222) 5651.0 (1.224)

�
2
exp 5354.1 (1.160) 5322.5 (1.153) 5341.5 (1.155)

Table 2: �2 values for the NNPDF4.0 fit (fitted charm) and the MSHT fits to the NNPDF dataset/theory settings.
The �2 per point (Npts = 4627) is shown in brackets, and the result with and without positivity imposed, as described
in the text, is given. Both experimental and t0 definitions are shown.

expect, given the underlying fits are not the same. Indeed, on average the MSHT20 uncertainty
is somewhat lower than the fit to the NNPDF dataset with T

2 = 10 (or equivalently the dynamic
tolerance) applied.

4.2 Fitted Charm

We now consider the result of a fit to the real data entering the NNPDF fit, and the same
NNPDF theory settings but now with fitted charm. Procedurally, this works in exactly the
same way as before, but now the fit input can take an arbitrary set of PDFs defined at a higher
Q0 = 1.65 GeV (> mc = 1.51 GeV). In this case the charm PDF can be freely parameterised,
and we do this by assuming that c = c at input, while for c+ = c + c we take the standard 6
Chebyshev parameterisation:

xc+(x, Q0) = Ac+x
�c+ (1 � x)⌘c+

 
1 +

6X

i=1

ac,iTi(y(x))

!
. (2)

The fit qualities are shown in Table 2. We can see that the MSHT fit is again better than the
NNPDF result, but by rather less ⇠ 50 points, rather than the ⇠ 190 points in the cases of the
perturbative charm in Table 1. Nonetheless, this is a significant improvement in fit quality. We
also show the case with the same positivity requirement imposed as before, and can see that
the impact of this is relatively limited. In this case, the central gluon in the default fit is in fact
entirely positive in the region where positivity is imposed, and the only negativity comes from
the down quark at high x and the charm structure function at intermediate x.

Turning now to the PDF comparison, this is shown in Fig. 11 for the case of T
2 = 10

uncertainties (see also Fig. 12 for the T
2 = 1 case). We can see that the agreement between

the MSHT fit and the NNPDF baseline is now significantly improved in comparison to the
perturbative charm case, as we would expect given the smaller di↵erence in fit quality. Moroever,
the di↵erence between the cases with and without positivity imposed is also much smaller, again
as we would expect given the small di↵erence in fit qualities. Of particular not is the behaviour
at low x, for which we now see much greater consistency between the three cases. This is due,
as noted above, to the fact that the central low x, Q

2 gluon no longer prefers any particularly
significant negativity. This is demonstrated in Fig. 13, which shows the low x gluon at the
Q

2 = 5GeV2, i.e. when the positivity requirement is imposed. [NOTE: LHL – I’m not
immediately sure why this is, any thoughts? Maybe this allows you to fit HERA
data well without starting with a negative gluon at low scale? Would be consistent
with NNPDF intrinsic charm being negative at lower x I think. Could be taken as
an argument for fitting charm I suppose!]

There are however some di↵erences between the MSHT fit and the NNPDF baseline, which
we can highlight by looking at Fig. 12, where the T

2 = 1 uncertainties are given for demonstra-
tion purposes. The largest di↵erences are as before in the quark flavour decomposition, but we
can also see that a somewhat larger gluon at intermediate x is preferred.
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PDFs
• Confirm that role of positivity now marginal. Also seen if positivity removed from pure NNPDF fit.

• Difference less than in p. charm case, but clear difference in flavour decomposition remains.

• Again qualitatively this follows trend of using flavour rather than evolution basis (though difference 
larger and not identical).

• Show                 for concreteness and fact that there is reasonable (not perfect) agreement within these 
not relevant factor, given fit quality is better for MSHT sets.
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Figure 11: A selection of PDFs at Q2 = 104 GeV2 that result from a global PDF fit to the NNPDF4.0 dataset/theory
(fitted charm) setting, but using the MSHT20 parameterisation. Results with and without a positivity constraint
applied, as described in the text, are shown. PDF uncertainties for the MSHT fits correspond to a dynamic tolerance
evaluation. Results are shown as a ratio to the NNPDF4.0 fit to the same dataset/theory settings.
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Figure 11: A selection of PDFs at Q2 = 104 GeV2 that result from a global PDF fit to the NNPDF4.0 dataset/theory
(fitted charm) setting, but using the MSHT20 parameterisation. Results with and without a positivity constraint
applied, as described in the text, are shown. PDF uncertainties for the MSHT fits correspond to a dynamic tolerance
evaluation. Results are shown as a ratio to the NNPDF4.0 fit to the same dataset/theory settings.
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Figure 11: A selection of PDFs at Q2 = 104 GeV2 that result from a global PDF fit to the NNPDF4.0 dataset/theory
(fitted charm) setting, but using the MSHT20 parameterisation. Results with and without a positivity constraint
applied, as described in the text, are shown. PDF uncertainties for the MSHT fits correspond to a dynamic tolerance
evaluation. Results are shown as a ratio to the NNPDF4.0 fit to the same dataset/theory settings.
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See Backup
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Positivity?
• With fitted charm tendency for preferred gluon to be negative reduced and pushed to lower     : 

why positivity requirement plays minor role - also seen in direct NNPDF fit.
• Not clear why this is (under investigation) but given intrinsic charm is expected to be high     

phenomena might be concern?
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Figure 13: The gluon PDFs at Q2 = 5GeV2 that result from a global PDF fit to the NNPDF4.0 (fitted charm)
dataset/theory setting, but using the MSHT20 parameterisation. Results with and without a positivity constraint
applied, as described in the text, are shown. PDF uncertainties for the MSHT fits correspond to a fixed T 2 = 10
tolerance, and the NNPDF4.0 fit to the same dataset/theory settings is also shown. The left plot corresponds to the
default MSHT gluon parameterisation, while the right takes the parameterisation as in (2), [NOTE: LHL – just
as the default case looks slightly strange at very low x (but note the large errors). For all other
plots (i.e. in the data/high scale region) there are di↵erences between the two cases, and the fit
qualities are very similar (the (2) fit quality is actually slightly better without positivity imposed).
The main di↵erence is that this parameterisation leads to rather smaller errors at low x.]

rather di↵erent. For our fits, the change is much less.

5 NNPDF fits: a closer look
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Comparison to NNPDF uncertainties
• Can do same comparison of MSHT vs. NNPDF PDF uncertainties but now with fitted charm. Again 

completely like-for-like. Results very similar to closure test comparison:
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★Quark flavour decomposition:
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• With rather similar overall trends with    .

• Exception at high      where NNPDF uncertainy can become larger.

• Some trend for gluon to be a little closer to               case.
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Cross Sections
• Consider ggH, and W, Z cross sections (14 TeV) in fitted charm case:
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★  NNPDF uncertainties 
~ MSHT (              ) but 
significantly smaller 
than
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MSHT (T 2
= 1)

No positivity With positivity

★  NNPDF and MSHT 
fit basically consistent 
within                
uncertainties but not 
relevant factor given fit 
qualities.
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Figure 17: Cross section predictions for Higgs production via gluon fusion and on–peak Z,W± production, calcu-
lated as described in the text. Results shown for the perturbative charm case, and with the MSHT fits to the NNPDF
dataset/theory settings. The left (right) plots show the case without (with) positivity imposed in the MSHT fits, while
in the left plots the MSHT20 prediction is shown for comparison.
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Figure 18: As in Fig. 17 but for the fitted charm results in the case of the MSHT fits and NNPDF baseline.
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Summary

• In this talk I have presented:

★First global closure test of fixed parameterisation (MSHT) approach: is 
parameterisation flexible enough to give faithful description of global pseudodata?

★First completely direct comparison between fixed parameterisation (MSHT) and NN 
approaches. How do these compare in full global fit?

✦ Yes: no issue in passing (unfluctuated) global closure test.

✦ At level of errors                                                             in general with some exceptions 
- gluon larger though less than                  (MSHT20 default).
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�(NNPDF) ⇠ �(MSHT, T 2
= 1)
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T 2 = 10

✦ At level of PDFs, surprisingly find fit quality is lower in MSHT fixed parameterisation 
case, and outside of NNPDF uncertainties. Reason for this is currently unclear. Positivity 
clearly important in p. charm case, but not only source (PDF basis?).
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• Returning to the original possibilities (focus on MSHT as only considered here). We need to - and can 
- work out which is true:

Summary

1. NNPDF4.0 uncertainty not conservative enough (too small).

2. MSHT uncertainty too conservative (too large).

3. MSHT fit less accurate, due to parameterisation inflexibility, 
and hence enlarged errors needed (less precise).
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• Returning to the original possibilities (focus on MSHT as only considered here). We need to - and can 
- work out which is true:

Summary

1. NNPDF4.0 uncertainty not conservative enough (too small).

2. MSHT uncertainty too conservative (too large).

3. MSHT fit less accurate, due to parameterisation inflexibility, 
and hence enlarged errors needed (less precise).

• Successful closure test + comparison to NNPDF4.0 global fit suggests 3 is not dominant issue (at least 
in data region) for MSHT. Can be issue for less flexible ones and for MSHT in extrapolation regions.
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• Returning to the original possibilities (focus on MSHT as only considered here). We need to - and can 
- work out which is true:

Summary

1. NNPDF4.0 uncertainty not conservative enough (too small).

2. MSHT uncertainty too conservative (too large).

3. MSHT fit less accurate, due to parameterisation inflexibility, 
and hence enlarged errors needed (less precise).

• Successful closure test + comparison to NNPDF4.0 global fit suggests 3 is not dominant issue (at least 
in data region) for MSHT. Can be issue for less flexible ones and for MSHT in extrapolation regions.

• First direct comparison to NNPDF4.0 global fit finds that this gives inherently different (smaller) 
uncertainties than MSHT fixed parameterisation, keeping everything else equal. 
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• Returning to the original possibilities (focus on MSHT as only considered here). We need to - and can 
- work out which is true:

Summary

1. NNPDF4.0 uncertainty not conservative enough (too small).

2. MSHT uncertainty too conservative (too large).

3. MSHT fit less accurate, due to parameterisation inflexibility, 
and hence enlarged errors needed (less precise).

• Successful closure test + comparison to NNPDF4.0 global fit suggests 3 is not dominant issue (at least 
in data region) for MSHT. Can be issue for less flexible ones and for MSHT in extrapolation regions.

• First direct comparison to NNPDF4.0 global fit finds that this gives inherently different (smaller) 
uncertainties than MSHT fixed parameterisation, keeping everything else equal. 

• Put together, this implies that either 1 or 2 is true (or both). This study has not addressed which, 
though question of tolerance discussed elsewhere, but either way suggests more work needed.

• Future steps: extend to L1 closure, look again at question of tolerance in closure test framework…
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Closure test - warm up
• Before considering global closure test, consider related question. Given PDF-level pseudodata, how closely 

can MSHT parameterisation match it Basic point: for LHC precision aim for sub-1% agreement.

• 500 PDF points logarithmically in                             scattered by 1% uncertainty, for 

Similar study: A.D. Martin et al., 
arXiv:1211.1215
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Figure 1: Fractional deviations for fit to direct PDF pseudodata to the NNPDF4.0 (p. charm) input.

related to closure tests, error treatment and so on. These should hopefully clarify the role of
the tolerance in dealing with data/theory inconsistencies (vs. parameterisation issues), amongst
other things.

3 Closure tests

For all results, the parameterisation is exactly as in MSHT20 [4].

3.1 PDF level closure test

We begin by repeating, and extending, the closure test performed in [5], that is by fitting
pseudodata directly at the PDF level. We in particular take the NNPDF4.0 NNLO perturbative
charm central replica as our input, and generate 500 pseudodata points spread evenly in ln x

between 10�5 and 0.99, scattered by a 1% error on the size of the input PDF. However, the
precise results do not depend sensitively on this choice, e.g. on the size of the error, whether
scattering is including or not, and the number of datapoints. We generate pseudodata for
the 7 PDF combinations that enter the MSHT20 parameterisation directly, namely uV , dV ,
S = 2(u + d) + s + s, s+ = s + s, d/u, s� = s � s, g although generating these in other
combinations will lead to similar results, being mathematically equivalent. Moreover, we also
show results for PDF combinations that are not in this set. We then perform a fit to these
pseudodata, imposing the number and momentum sum rules in the usual way.

The fractional deviations from the input NNPDF set are shown in Fig. 1 for various PDF
combinations. We can see in all cases other than s� that these lie between 1 per mille and
1% across most of the x range, with the exception of the highest x values, where this can be
somewhat larger. Thus, consistently with the results in [5], a sub–percent level description of
a set of PDFs generated with a high degree polynomial (to be precise, in this cases the NN
underlying the NNPDF4.0 central set) is achieved with the default MSHT parameterisation,
which is based on an expansion up to degree 6 in Chebyshev polynomials for the light quarks,
and with a modified form (with 9 free parameters) for the gluon. The one exception to this is
the s�, for which we have only 3 free parameters (in fact 2 in the default MSHT20 fit). In this
case, we can see that only ⇠ 10% level precision is achieved (TC: The fractional deviation
here gets particularly large where it goes through zero of course. I guess a better
measure might be fractional deviation/error?). As we will see below, however, when it
comes to a global closure test this is improved rather at larger scales and in the region where
s� is most significantly di↵erent from zero. Nonetheless, this indicates that as expected a more
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the tolerance in dealing with data/theory inconsistencies (vs. parameterisation issues), amongst
other things.

3 Closure tests

For all results, the parameterisation is exactly as in MSHT20 [4].

3.1 PDF level closure test

We begin by repeating, and extending, the closure test performed in [5], that is by fitting
pseudodata directly at the PDF level. We in particular take the NNPDF4.0 NNLO perturbative
charm central replica as our input, and generate 500 pseudodata points spread evenly in ln x

between 10�5 and 0.99, scattered by a 1% error on the size of the input PDF. However, the
precise results do not depend sensitively on this choice, e.g. on the size of the error, whether
scattering is including or not, and the number of datapoints. We generate pseudodata for
the 7 PDF combinations that enter the MSHT20 parameterisation directly, namely uV , dV ,
S = 2(u + d) + s + s, s+ = s + s, d/u, s� = s � s, g although generating these in other
combinations will lead to similar results, being mathematically equivalent. Moreover, we also
show results for PDF combinations that are not in this set. We then perform a fit to these
pseudodata, imposing the number and momentum sum rules in the usual way.

The fractional deviations from the input NNPDF set are shown in Fig. 1 for various PDF
combinations. We can see in all cases other than s� that these lie between 1 per mille and
1% across most of the x range, with the exception of the highest x values, where this can be
somewhat larger. Thus, consistently with the results in [5], a sub–percent level description of
a set of PDFs generated with a high degree polynomial (to be precise, in this cases the NN
underlying the NNPDF4.0 central set) is achieved with the default MSHT parameterisation,
which is based on an expansion up to degree 6 in Chebyshev polynomials for the light quarks,
and with a modified form (with 9 free parameters) for the gluon. The one exception to this is
the s�, for which we have only 3 free parameters (in fact 2 in the default MSHT20 fit). In this
case, we can see that only ⇠ 10% level precision is achieved (TC: The fractional deviation
here gets particularly large where it goes through zero of course. I guess a better
measure might be fractional deviation/error?). As we will see below, however, when it
comes to a global closure test this is improved rather at larger scales and in the region where
s� is most significantly di↵erent from zero. Nonetheless, this indicates that as expected a more
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uV , dV , S, s+, s�, g, d/u
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• Encouraging, but rather artificial - really want to see how deviation compares in data region of global fit.
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MSHT parameterisation

Figure 2: As in Fig. 1, but at NLO.

of the form

xf(x,Q2

0
) = A(1� x)⌘x�

 
1 +

nX

i=1

aiT
Ch

i
(y(x))

!
, (1)

where Q
2

0
= 1 GeV2 is the input scale, and T

Ch

i
(y) are Chebyshev polynomials in y, with

y = 1� 2xk, where we take k = 0.5.

In the MMHT14 study we took n = 4 in general, though used a slightly di↵erent parameteri-

sation for the gluon and used more limited parameterisations for d̄�ū and s�s̄ (‘s�’), since these

were less well constrained by data, whilst for similar reasons two of the s+ s̄ (‘s+’) Chebyshevs

and its low x power were tied to those of the light sea, S(x) = 2(ū(x)+ d̄(x))+s(x)+ s̄(x). How-

ever, with the substantial increase in the amount of LHC and other data included in MSHT20,

we can now extend the parameterisation of the PDFs significantly. We therefore take n = 6 by

default in MSHT20, allowing a fit of better than 1% precision over the vast majority of the x

range [47]. The MSHT20 set of input distributions are now1:

uV (x,Q
2

0
) = Au(1� x)⌘ux�u

 
1 +

6X

i=1

au,iTi(y(x))

!
(2)

dV (x,Q
2

0
) = Ad(1� x)⌘dx�d

 
1 +

6X

i=1

ad,iTi(y(x))

!
(3)

S(x,Q2

0
) = AS(1� x)⌘Sx�S

 
1 +

6X

i=1

aS,iTi(y(x))

!
(4)

1As is usual in PDF definitions, there is an implicit x preceding the input distributions in their definitions in
equations (2)-(8), so that they are in reality like the left-hand side of (1), this also applies to figures and other
uses throughout the rest of the paper.
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s+(x,Q
2

0
) = As+(1� x)⌘s+x�S

 
1 +

6X

i=1

as+,iTi(y(x))

!
(5)

g(x,Q2

0
) = Ag(1� x)⌘gx�g

 
1 +

4X

i=1

ag,iTi(y(x))

!
+ Ag�(1� x)⌘g�x�g� (6)

s�(x,Q
2

0
) = As�(1� x)⌘s�(1� x/x0)x

�s� (7)

(d̄/ū)(x,Q2

0
) = A⇢(1� x)⌘⇢

 
1 +

6X

i=1

a⇢,iTi(y(x))

!
(8)

The departures from the general form in (1) with n = 6 come, as before, in the gluon, where

n = 4 but the additional term proportional to Ag� includes 3 additional parameters and allows

for a better fit to the small-x and Q
2 HERA data, as first shown in [48]. For s+ there are now

6 Chebyshev polynomials used and, whilst the high x power is separate from the sea, the low

x power remains set to the same value as the sea, �S. Meanwhile, there is still insu�cient data

to allow an extended parameterisation of the strangeness asymmetry, s�, so its form remains

that used in MMHT14, with x0 giving a switch between positive and negative values.

Finally, the major change in the PDF parameterisation comes in the first generation anti-

quark asymmetry. With MSHT20 we make the decision to now parameterise the ratio ⇢ = d̄/ū

rather than the di↵erence (d̄� ū) and we allow 6 Chebyshev polynomials for this ratio. There

is also no low x power for this ratio as we assume it must tend to a constant as x ! 0. This

allows for an improved central fit, whilst also giving a better description of the error bands on

the asymmetry in the very low x region, as illustrated later in Fig. 25 (left).

An analysis of the e↵ects of these changes on the global fit was performed. The main

improvements come from the extension of the d̄/ū to 6 Chebyshev polynomials, which enabled

an improvement in the global chi-squared of ���
2

tot
⇡ 20. Additionally extending the down

valence enabled the cumulative global chi-squared improvement to be ���
2

tot
⇡ 35, the gluon

extension moves this to ���
2

tot
⇡ 50, while finally the changes to the sea (S) and s+ result in

the total improvement of ���
2

tot
⇡ 75. More detail on each of the PDF distributions, and on

the improvements due to the changes in parameterisation, will be given later in Sections 5.3

and 8.1.

Overall, these changes in the input distribution represent an increase of 2 parameters for

each of the uV , dV , S, g, with an additional 4 parameters in the d̄/ū relative to the previous

asymmetry (⌘⇢ is free whilst ⌘� = ⌘S+2 in MMHT14), 4 further parameters in s+ and no change

in the s�. With the usual constraints on the integral of the valence quark distributions, the

conservation of total momentum, and the integral of the strangeness asymmetry (s�) set to 0,

we now have a total 52 parton parameters to fit, with the strong coupling ↵S(M2

Z
) also allowed

to be free when the best fit is obtained. A subset of these parameters are then formed into a

set of 32 eigenvectors (64 eigenvector directions) in the determination of the PDF uncertainty

bands, as described later in Section 5.3.
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1As is usual in PDF definitions, there is an implicit x preceding the input distributions in their definitions in
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y(x) = 1� 2
p
x
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Ti: Chebyshev Polynomials
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Figure 3: A selection of PDFs at Q2 = 104 GeV2 that result from a L0 closure test fit to the NNPDF4.0 dataset,
using the MSHT20 parameterisation. The PDF uncertainties calculated with a T 2 = 1 (T 2 = 10) fixed tolerance are
shown in blue (green) and the NNPDF4.0 (p. charm) input is given by the dashed red line. Results are shown as a
ratio to the L0 fits (the central value for the tolerance choices is by definition the same).
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using the MSHT20 parameterisation. The PDF uncertainties calculated with a T 2 = 1 (T 2 = 10) fixed tolerance are
shown in blue (green) and the NNPDF4.0 (p. charm) input is given by the dashed red line. Results are shown as a
ratio to the L0 fits (the central value for the tolerance choices is by definition the same).
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Figure 5: PDF uncertainties at Q2 = 104 GeV2 that result from a L0 closure test fit to the NNPDF4.0 dataset,
using the MSHT20 parameterisation. The PDF uncertainties calculated with a T 2 = 1 (T 2 = 10) fixed tolerance are
shown as well as the NNPDF4.0 (p. charm) input.
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Positivity

NNPDF4.0 pch MSHT fit MSHT fit (w positivity)
�

2
t0 5928.3 (1.282) 5736.7 (1.240) 5843.1 (1.263)

�
2
exp 5543.7 (1.198) 5380.0 (1.163) 5470.7 (1.18)

Table 1: �2 values for the NNPDF4.0 fit (perturbative charm) and the MSHT fits to the NNPDF dataset/theory
settings. The �2 per point (Npts = 4627) is shown in brackets, and the result with and without positivity imposed, as
described in the text, is given. Both experimental and t0 definitions are shown.

In practice, given the fixed MSHT parameterisation, taking ⇤k = 106 is too stringent a
requirement, leading to rather unstable fit results; if even a single PDF is negative and O(10�3)
in size at the highest xi value of 0.9, this can overwhelm the fit and the fixed MSHT parame-
terisation may not be su�ciently flexible to avoid this, even though it is well outside the data
region. We therefore take a value of ⇤k = 103 as the maximum one (for both PDF and physical
observables), though will monitor the extent to which any negativity remains after this.

The fit quality in this case is also shown in Table 1, and we can see that this is as expected
higher than the default fit, but still ⇠ 90 points lower than the NNPDF case. The remaining
positivity penalty (not included in the table value) is 8.5 points in �

2, and is driven by the d

PDF being negative but very small at x = 0.8 and the �DY,dd observable similarly being negative
at very forward rapidities, as it will by construction [3]. The FL pseudo–observable is also very
slightly negative at the lowest x value. [NOTE: LHL – Given how limited this negativity
is I think I could probably increase ⇤k further, and perhaps might do eventually
just to avoid any criticism, but it is a delicate thing to impose and I don’t think
there is any argument that one should expect a dramatic di↵erence from this]. For
the fit without positivity imposed the penalty is O(104) and by far the largest e↵ect is in the
low x gluon, as we might expect.

The resulting PDFs are shown in Fig. 6, and Fig. 7 which shows the same result, but with the
MSHT20 case given also for comparison. Errors are quoted with T

2 = 10, which is representative
of the MSHT dynamic tolerance. We now show the u, d and u, d rather than the uV , dV to ensure
that the considered x range covers the data region [NOTE: LHL – And because in reality
at low x the behaviour of the valence is driven by parameterisation, and I think
this muddies the water somewhat. Will need to discuss though, and the main point
is that fixing the low x down valence power to avoid any pathological behaviour at
low x does not lead to a significant increase in the fit quality, while the NNPDF
fit with a flavour basis also shows similar behaviour]. We can see significant deviations
between the default fit (with no positivity imposed) and the NNPDF4.0 case for all PDFs in
certain regions. The quark flavour decomposition is clearly di↵erent, and at low x all PDFs are
suppressed.

This low x suppression is driven by the negativity of the low x gluon at lower scales, and
indeed we can see that when positivity is imposed a much better agreement at low x is seen.
There remain however similarly significant di↵erences in terms of the quark flavour decompo-
sition [NOTE: LHL – I am not sure what is going on with the low x strangeness –
needs further investigation and not something I plan to show yet!]. Interestingly, in [6]
(Fig. 8.6) we can see that qualitatively some of these di↵erences in the u and d sector follow the
di↵erence that comes from using a flavour rather than an evolution basis, although the e↵ect we
see is clearly larger, and moreover the results in [6] concern the fitted rather than perturbative
charm fit, so the comparison is not completely direct. Note that the positivity constraint must
also be applied at the same level in the uncertainty calculation, which given it can lead to rather
sharp increases in �

2 for relatively small changes in PDF parameters in general leads to a rather

9
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configurations leading to negative physical observables. Specifically, we imposed positivity of the F
u
2 , F

d
2 ,

F
s
2 , and FL structure functions and of the flavor-diagonal Drell-Yan rapidity distributions �DY,uū, �DY,dd̄,

�DY,ss̄. However, since this set of positivity observables is not exhaustive, in some extreme kinematic regions
physical observables (e.g. very high-mass W

0 production) could still become negative within uncertainties.
It was recently shown in Ref. [21] that PDFs for individual quark flavors and the gluon in the MS

factorization scheme are non-negative.1 We thus now also impose this positivity condition along with the
constraint of positivity of physical cross-sections discussed above. Indeed, note that the positivity of MS
PDFs is neither necessary nor su�cient in order to ensure cross-section positivity [21]: they are independent
(though of course related) constraints that limit the space of acceptable PDFs.

We impose positivity of the gluon and of the up, down and strange quark and antiquark PDFs. The
charm PDF is also positive in the nf = 3 scheme, but it needs not be positive in the nf = 4 scheme
because perturbative matching conditions neglect the quark mass and this generally spoils positivity for a
massive quark PDF [21]. We do, however, add a positivity constraint for the charm structure function F

c
2 ,

similar to the ones for other structure functions of individual flavors. Note that this constraint was not
included in NNPDF3.1, though it was included in a more recent study based on NNPDF3.1 dataset and
methodology [10], where it was found to have a significant impact on the strange PDF.

In the same manner as for the cross-sections, PDF positivity is implemented by means of Lagrange
multipliers. Specifically, for each flavor basis PDF f̃k Eq. (3.3), one adds a contribution to the total cost
function used for the neural network training given by

�
2
tot ! �

2
tot +

8X

k=1

⇤k

niX

i=1

Elu↵

⇣
�f̃k

�
xi, Q

2
�⌘

, (3.10)

with Q
2 = 5GeV2 and with the ni values xi given by 10 points logarithmically spaced between 5 · 10�7 and

10�1 and 10 points linearly spaced between 0.1 and 0.9. The Elu function is given by

Elu↵ (t) =

(
t if t > 0

↵
�
e
t
� 1

�
if t < 0

, (3.11)

with the parameter ↵ = 10�7. Eq. (3.10) indicates that negative PDFs receive a penalty which is proportional
both to the corresponding Lagrange multipliers ⇤k and to the absolute magnitude of the PDF itself, and
therefore these configurations will be strongly disfavored during the minimization. The Lagrange multiplier
increases exponentially during the minimization, with a maximum value ⇤max

k attained when the maximum
training length is reached. We choose ⇤max

k = 1010 for the three Drell-Yan observables, and ⇤max
k = 106 for

all the other positivity observables. These values are chosen in such a way that the constraint is enforced
with su�cient accuracy in all cases. The starting values of the Lagrange multipliers and the maximum
training length instead are determined as part of the hyperoptimization procedure described in Sect. 3.3
below.

When performing fits in the evolution basis, this PDF positivity constraint is applied after performing
the inverse transformation to Eq. (3.9) in order to express the flavor basis PDFs f̃k Eq. (3.3) in terms of
their evolution basis counterparts fk.

3.1.4 PDF integrability

The small-x behavior of the PDFs is constrained by integrability requirements. First, the gluon and singlet
PDFs must satisfy the momentum sum rule, Eq. (3.6), which implies that

lim
x!0

x
2
fk(x, Q) = 0 , 8 Q , fk = g, ⌃ , (3.12)

while the valence sum rules, Eq. (3.8), constrain the small-x behavior of the valence distributions,

lim
x!0

xfk(x, Q) = 0 , 8 Q , fk = V, V3 , V8 . (3.13)

1
It has been recently [186] argued that the positivity argument of Ref. [21] only holds if the ultraviolet renormalization scale

used to define PDFs is chosen to be high enough, and that PDFs renormalized at low enough scale can become negative. This is

relevant when comparing PDFs extracted from high-energy processes with those computed as lattice matrix elements [187,188],

as well as when extending factorization as low scales, as emphasized in Ref. [186]. However, here we focus on PDFs extracted

from and relevant for the computation of high-scale hard processes. The independence of NNPDF results on the cuto↵ used to

remove low-scale data was studied in Ref. [183] in the framework of NNPDF2.3, and holds with stronger arguments for more

recent NNPDF sets, based on a dataset dominated by hadron collider data, see also Sect. 7.2 below.
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�DY,ss̄. However, since this set of positivity observables is not exhaustive, in some extreme kinematic regions
physical observables (e.g. very high-mass W

0 production) could still become negative within uncertainties.
It was recently shown in Ref. [21] that PDFs for individual quark flavors and the gluon in the MS

factorization scheme are non-negative.1 We thus now also impose this positivity condition along with the
constraint of positivity of physical cross-sections discussed above. Indeed, note that the positivity of MS
PDFs is neither necessary nor su�cient in order to ensure cross-section positivity [21]: they are independent
(though of course related) constraints that limit the space of acceptable PDFs.

We impose positivity of the gluon and of the up, down and strange quark and antiquark PDFs. The
charm PDF is also positive in the nf = 3 scheme, but it needs not be positive in the nf = 4 scheme
because perturbative matching conditions neglect the quark mass and this generally spoils positivity for a
massive quark PDF [21]. We do, however, add a positivity constraint for the charm structure function F

c
2 ,

similar to the ones for other structure functions of individual flavors. Note that this constraint was not
included in NNPDF3.1, though it was included in a more recent study based on NNPDF3.1 dataset and
methodology [10], where it was found to have a significant impact on the strange PDF.

In the same manner as for the cross-sections, PDF positivity is implemented by means of Lagrange
multipliers. Specifically, for each flavor basis PDF f̃k Eq. (3.3), one adds a contribution to the total cost
function used for the neural network training given by

�
2
tot ! �

2
tot +

8X

k=1

⇤k

niX

i=1

Elu↵

⇣
�f̃k

�
xi, Q

2
�⌘

, (3.10)

with Q
2 = 5GeV2 and with the ni values xi given by 10 points logarithmically spaced between 5 · 10�7 and

10�1 and 10 points linearly spaced between 0.1 and 0.9. The Elu function is given by

Elu↵ (t) =

(
t if t > 0

↵
�
e
t
� 1

�
if t < 0

, (3.11)

with the parameter ↵ = 10�7. Eq. (3.10) indicates that negative PDFs receive a penalty which is proportional
both to the corresponding Lagrange multipliers ⇤k and to the absolute magnitude of the PDF itself, and
therefore these configurations will be strongly disfavored during the minimization. The Lagrange multiplier
increases exponentially during the minimization, with a maximum value ⇤max

k attained when the maximum
training length is reached. We choose ⇤max

k = 1010 for the three Drell-Yan observables, and ⇤max
k = 106 for

all the other positivity observables. These values are chosen in such a way that the constraint is enforced
with su�cient accuracy in all cases. The starting values of the Lagrange multipliers and the maximum
training length instead are determined as part of the hyperoptimization procedure described in Sect. 3.3
below.

When performing fits in the evolution basis, this PDF positivity constraint is applied after performing
the inverse transformation to Eq. (3.9) in order to express the flavor basis PDFs f̃k Eq. (3.3) in terms of
their evolution basis counterparts fk.

3.1.4 PDF integrability

The small-x behavior of the PDFs is constrained by integrability requirements. First, the gluon and singlet
PDFs must satisfy the momentum sum rule, Eq. (3.6), which implies that

lim
x!0

x
2
fk(x, Q) = 0 , 8 Q , fk = g, ⌃ , (3.12)

while the valence sum rules, Eq. (3.8), constrain the small-x behavior of the valence distributions,

lim
x!0

xfk(x, Q) = 0 , 8 Q , fk = V, V3 , V8 . (3.13)

1
It has been recently [186] argued that the positivity argument of Ref. [21] only holds if the ultraviolet renormalization scale

used to define PDFs is chosen to be high enough, and that PDFs renormalized at low enough scale can become negative. This is

relevant when comparing PDFs extracted from high-energy processes with those computed as lattice matrix elements [187,188],

as well as when extending factorization as low scales, as emphasized in Ref. [186]. However, here we focus on PDFs extracted

from and relevant for the computation of high-scale hard processes. The independence of NNPDF results on the cuto↵ used to

remove low-scale data was studied in Ref. [183] in the framework of NNPDF2.3, and holds with stronger arguments for more

recent NNPDF sets, based on a dataset dominated by hadron collider data, see also Sect. 7.2 below.

20

• We take:

• And similarly for cross section constraints.



NNPDF chi^2 spread 

Figure 3.1. Histogram of the �
2(k, c) values (computed with the t0 definition) for sets of 1000 (red) or 3000 (blue)

NNPDF replicas. The value �
2(0, c) of the central value, obtained as an average over the given replicas, is also shown

in each case.

• Whatever the value of the average obtained from a given sample, there always exists any number of
PDFs with lower values, trivially because the average of any given replica sample is just an instance
of a probability distribution. There will be an instance of the distribution that corresponds to the
minimum of the �

2 for the given distribution, but the probability of sampling exactly this instance
is of course zero. These PDFs will be indistinguishable from the ones that are provided within PDF
uncertainties.

• As already explained, NNPDF replicas are constructed as fits to data replicas, i.e. by minimizing

�
2(k), which is clearly not the same as �

2(k, c), where the latter measures the agreement to central

data. This means that �2(k, c) should have a probability distribution, that depends on the likelihood of
individual data replicas. Hence, in particular, for a large enough replica sample there will always exist
increasingly unlikely data replicas, leading to correspondingly unlikely PDF replicas, with arbitrarily

high �
2(k, c). Conversely, some of them will be in the opposite tail of the distribution, such that their

�
2(k, c) is lower than �

2(0, c). This is illustrated in Fig. 3.1, where we show the values of �2(k, c) of
each replica k plotted in a frequency histograms with the �

2 of the central PDF marked as a vertical
line. Results are shown for a sample of 1000 (red) and 3000 (blue) replicas. It is clear that for a large
enough number of replicas there are some that have a value of �2 smaller than that of the average.

4 The hopscotch PDFs

The main result presented in Ref. [1] is the construction of a set of PDFs by the so-called hopscotch (HS)
method. We first summarize the construction of these PDFs, then their possible interpretation, and finally
state some questions that they may raise. We then present the answer to these questions.

The HS PDFs are constructed as follows: first, the Hessian version of the NNPDF4.0 is used. This Hessian
version has been constructed [3] using the mc2hessian [22] code, which determines a multigaussian projection
of the probability distribution obtained from a given replica sample with a desired number of Hessian
eigenvectors by sampling the replica probability distribution, performing a singular value decomposition of
the result, and retaining the eigenvectors with largest eigenvalues. The set delivered in Ref. [3] contains
50 eigenvectors, which is su�cient to guarantee percent-level accuracy on the PDFs. Then, new PDFs are
sought for by moving along each Hessian eigenvector direction, monitoring the �

2 value, and specifically
looking for the lowest �

2 configurations. These HS PDFs thus correspond to first, taking PDFs that
correspond to one-� deviations from the center of the given NNPDF4.0 replica sample, and then performing
linear combinations of them. Hence, they can be thought of as linear combinations of NNPDF4.0 replicas —
though strictly speaking the PDFs of which they are linear combinations are not NNPDF4.0 replicas, but
rather Hessian PDFs constructed out of the replica distribution. Note that these HS PDFs are not a part
of an ensemble of replicas and must therefore considered as isolated PDF instances. Indeed, as correctly
stated in Ref. [16], replicas are only useful as an ensemble.

Several of these HS PDFs are constructed by looking at and minimizing the experimental �2
exp. As

discussed in Sect 3, �2
exp is never used as a figure of merit for PDF minimization, by either NNPDF or other

fitting group, since its minimization would lead to PDFs a↵ected by d’Agostini bias. Hence the HS PDFs

8
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• In general do not expect central replica             to be absolute minimum of         in NN approach due to 
overfitting regularization and statistical nature of replica ensemble. However former seems ruled out here 
(fixed parameterization) and latter should only give a handful of points lower.
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NNPDF flavour basis

Figure 8.6. Same as Fig. 7.3, but now comparing the baseline PDFs, parametrized in the evolution basis, to PDFs
parametrized in the flavor basis and determined with the corresponding hyperparameter settings of Table 3.3.

higher-order contributions to perturbative matching conditions, thereby greatly reducing the dependence
of results on the value of the charm mass [230], and also allowing for a possible non-perturbative intrinsic
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Figure 17: Cross section predictions for Higgs production via gluon fusion and on–peak Z,W± production, calcu-
lated as described in the text. Results shown for the perturbative charm case, and with the MSHT fits to the NNPDF
dataset/theory settings. The left (right) plots show the case without (with) positivity imposed in the MSHT fits, while
in the left plots the MSHT20 prediction is shown for comparison.

Figure 18: As in Fig. 17 but for the fitted charm results in the case of the MSHT fits and NNPDF baseline.
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FIG. 8. Left: Hopscotch scan results for the Higgs vs. Z cross section for ATLAS at 13 TeV. Here we show clouds of alternative
replicas that have �35  ��

2  0 with respect to the NNPDF4.0 central replica, where �
2 is computed according to the

t0 (cyan) and experimental (grey) definitions. The red points indicate predictions with the 100-replica NNPDF4.0 ensemble.
Right: The distribution of 2329 hopscotch replicas for any �

2.

Figure 7 compares the scans of the �2 in the experimental and t0 definitions. We find that the t0 definition in Fig. 7
is also consistent with an approximately quadratic behavior. Its minima along individual EV directions are shallower
and closer on average to the central replica than with the experimental definition. Nevertheless, substantial shifts
persist along some EV directions, notably EV direction 1 associated with the small-x gluon PDF. In Fig. 7, many
hopscotch replicas with �37  ��

2  0 with the t0 definition still lie outside the nominal NNPDF4.0 uncertainty,
even though the di↵erence from the nominal uncertainty is smaller in this case than with the experimental definition.
Repeating the hopscotch scans for the t0 distributions, we establish the approximate ellipsoidal regions for ��

2
t0

< 0
in the planes of LHC cross sections shown in green color in Fig. 3. In this case, the centers of the t0 ellipses, being less
shifted than those obtained with the experimental prescription, are chosen to be the centers of mass of the respective
convex hulls.

E. The hopscotch scans find the missing good solutions

The hopscotch exercise demonstrates the degree to which predictions for LHC cross sections depend on the sampling
procedures and priors adopted by the groups. To the question: “Which of our generated replicas are acceptable for
predicting the LHC cross sections?”, the answer accounting only for the likelihoods is “Apparently, all of them that
have good �

2”, echoing the likelihood-ratio test described in Sec. III A.
If we also want to explore the priors, seeking acceptable PDF solutions becomes a notorious “needle in a high-

dimensional haystack” issue recognized in studies of quasi-MC integration [25, 42, 45]. To see this, let us take a
step back and recall that each NNPDF MC replica is specified by a vector of a large size (of order 800 elements)
containing NN latent parameters. The closure test demonstrates that of order 1000 MC replicas reproduce, within
some accuracy, expected uncertainties in the PDFs and predictions due to the fluctuations of the pseudodata when
training the replicas with a fixed methodology. When predicting a vector of N observables, predictions based on the
MC replicas are distributed relatively isotropically. This is illustrated in Fig. 8(left) and Fig. 9, where 2-dimensional
projections of the vectors ofN LHC cross sections, computed for the 100 nominal replicas (red points) and 1000 replicas
(green points), can be converted into approximately spherical distributions by coordinate rotations and rescalings.

Hessian PDFs provide a convenient eigenvector basis that captures PDF variations in “only” 50 dominant dimensions
around the NNPDF replica 0. Examinations of �2 along the 50 EV directions in Fig. 7 suggest that the global �2

minimum is displaced by many standard deviations with respect to replica 0 in a direction that does not coincide
with any EV direction. And, if we identify a few EV directions that dominate a given cross section, we can sample
these directions more densely than allowed by the isotropic sampling based on 1000 replicas.

Comparison to hopscotch

Figure 17: Cross section predictions for Higgs production via gluon fusion and on–peak Z,W± production, calcu-
lated as described in the text. Results shown for the perturbative charm case, and with the MSHT fits to the NNPDF
dataset/theory settings. The left (right) plots show the case without (with) positivity imposed in the MSHT fits, while
in the left plots the MSHT20 prediction is shown for comparison.
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Figure 18: As in Fig. 17 but for the fitted charm results in the case of the MSHT fits and NNPDF baseline.
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Integrability
Furthermore, as mentioned, standard Regge theory arguments suggest that the first moments of the non-
singlet combinations T3 and T8 are also finite, so for instance the Gottfried sum (which is proportional to
the first moment of T3) is finite. This implies that also for these two combinations one has

lim
x!0

xfk(x, Q) = 0 , 8 Q , fk = T3, T8 . (3.14)

To ensure that these integrability requirements are satisfied, first of all we constrain the range of the
small-x preprocessing exponents ↵i Eq. (3.5). We supplement the iterative determination of the exponents
described in Ref. [14] with the constraints ↵k < 2 for the singlet and gluon and ↵k < 1 for the nonsinglet
combinations xV, xV3, xV8, xT3 and xT8. Indeed if the preprocessing exponent were to violate these bounds,
the neural net NN(x;✓) in Eq. (3.5) would have to compensate this behavior in order for integrability to
hold. Preprocessing would then be slowing the minimization rather than speeding it up. Note that, in
the flavor basis, the small-x preprocessing exponents are absent, so this requirement only applies to the
evolution basis.

We observe that while Eq. (3.12) always turns out to be satisfied automatically when fitting to the
experimental data, the additional constraints Eq. (3.13) and (3.14) can sometimes be violated by the fit,
and thus must be imposed. This is also achieved through Lagrange multipliers. We include in the total cost
function additional contributions of the form

�
2
tot ! �

2
tot +

X

k

⇤(int)
k

niX

i=1

h
xfk

⇣
x
(i)
int, Q

2
i

⌘i2
, (3.15)

where fk = T3, T8 in the evolution basis while fk = V, V3, V8, T3, T8 in the flavor basis. The points {x
(i)
int} are

a set of values in the small x region, Q
2
i is a suitable reference scale, and, like in the case of positivity, the

Lagrange multipliers ⇤(int)
k grow exponentially during the minimization, with a maximum value ⇤(int)

k = 100
attained at maximum training length. We choose Q

2
i = 5 GeV2 and in the evolution basis ni = 1 and

x
(1)
int = 10�9, while in the flavor basis ni = 3 and x

(i)
int = 10�9

, 10�8
, 10�7. As for the positivity multiplier, the

starting values of the Lagrange multipliers (as well as the maximum training length) are hyperoptimization
parameters.

Finally, we introduce a post-selection criterion, in order to discard replicas that fail to satisfy the inte-
grability and retain a large value at small x despite the Lagrange multiplier. It turns out that imposing

niX

i=1

���x(i)
intfk

⇣
x
(i)
int

⌘��� <
1

2
, fk = V, V3, V8, T3, T8 , (3.16)

is enough to preserve integrability for all replicas. This is due to the fact that the function xf(x) at its
maximum is of order one, so the condition Eq. (3.16) ensures that at small x it is decreasing. When
determining PDF replicas, we have explicitly checked a posteriori that the numerical computation of the
first moment yields a finite result for all PDF replicas.

3.2 Fitting framework

The machine learning approach to PDF determination that we will discuss shortly has been made possible
by a complete restructuring of the NNPDF fitting framework. Further motivations for this are the need
to deal with a particularly large dataset, and the goal of releasing the NNPDF code as open source, which
imposes stringent requirements of quality and accessibility. The code was written in the Python programming
language and has been documented and tested thoroughly. The original developments of our new fitting
framework were presented in Ref. [11]. The main di↵erences between the NNPDF3.1 and NNPDF4.0 codes
are summarized in Tab. 3.1.

3.2.1 General structure

A schematic representation of the NNPDF4.0 fitting framework is displayed in Fig. 3.1. The fit requires
three main inputs, which are managed by the NNPDF framework as discussed in Ref. [31]: first, theoretical
calculations of physical processes, which are encoded in precomputed tables (FK-tables, see below) possibly
supplemented by QCD and EW K-factors. Second, experimental data provided in a common format,
including fully correlated uncertainties encoded in a covariance matrix (possibly also including theoretical
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Furthermore, as mentioned, standard Regge theory arguments suggest that the first moments of the non-
singlet combinations T3 and T8 are also finite, so for instance the Gottfried sum (which is proportional to
the first moment of T3) is finite. This implies that also for these two combinations one has
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To ensure that these integrability requirements are satisfied, first of all we constrain the range of the
small-x preprocessing exponents ↵i Eq. (3.5). We supplement the iterative determination of the exponents
described in Ref. [14] with the constraints ↵k < 2 for the singlet and gluon and ↵k < 1 for the nonsinglet
combinations xV, xV3, xV8, xT3 and xT8. Indeed if the preprocessing exponent were to violate these bounds,
the neural net NN(x;✓) in Eq. (3.5) would have to compensate this behavior in order for integrability to
hold. Preprocessing would then be slowing the minimization rather than speeding it up. Note that, in
the flavor basis, the small-x preprocessing exponents are absent, so this requirement only applies to the
evolution basis.

We observe that while Eq. (3.12) always turns out to be satisfied automatically when fitting to the
experimental data, the additional constraints Eq. (3.13) and (3.14) can sometimes be violated by the fit,
and thus must be imposed. This is also achieved through Lagrange multipliers. We include in the total cost
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