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of the Top Quark Mass in the Dilepton Channel with
the Matrix Element Method
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Why?
The Grid

The MEM

B Why do we need the grid?
® How can we use the LCH Computing Grid?
B The matrix element method

¢ What is the method I'm working on?
¢ The Moriond results for the dilepton channel
¢ My first results

m Conclusion
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Outline Issue:
Whye The Matrix Element Method requires multi-dimensional integrations

The MEM
The Grid

meviv | The study needs to integrate (for ;.. channel):

with Monte-Carlo method which is very CPU consuming.

B Approximately 1000 Monte-Carlo events

B 5 simulated input top quark masses

B 15 tested masses values

B The background & the data

B The same amount of events for systematics (more than 5 systematics)

= More than 500 000 events to integrate (for one decay channel)

Time needed to integrate an event:
approximately 20 minutes

= More than 160 ooo CPU hours needed
On CAB with 6oo CPUs, it would take more than 11 days!

centre - DSM/Irfu/SPP Aurélien Croc - 4 / 19




saclay

Outline

Why?
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Manage it
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Outine A grid = multiple computing elements linked together by a network

Why?

The Grid

In picture [mespoo, finland.
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A part of the LHC Computing Grid (LCG)
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Outline An overview of the official LCG job submission:

Why?

The Grid

In picture Computing .

Offical tools element Job execution sequence:

The WMS

IS .

J)S at DO B The user send a job to the
Some statistics 1/2 Workload

Some statistics 2/2 Management Worl(load management

The MEM System ’ system (WMS)

B The WMS selects a re-

mote computing element
Proxy

& and send it the job

B The remote computing

- element executes the job
e
i — e = =

a— == m The user fetchs the result
User Storage
interface element

All the job management is done through the GLite tools
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Outline The aim of the Workload Management System (WMS) is to send the
whz | submitted jobs to the best remote computing elements (environment,

The Grid

In picture
Offical tools .
The WMS Common issues:
JIs

JJS at D@

Some statistics 1/2

resources) in order to be executed.

B From our experience, the choice of the remote computing element

Somestatisticsa/a where the job will be sent isn’t the best (jobs are always sent on the
The MEM

same remote computing elements whereas other with free CPU are
available but are not used for unknown reasons)

B There is no way to know the status of each queue for each remote
computing element in real time

B The workload management system can be easily overloaded when
several thousand of jobs have to be managed

Solution:

Don't use the workload management system! We are using another job
management system which will be shown in the next slides.
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Sy (java (7019 Submzddzon tools
Outline An overview of the Java Job Submission' (JJS) mechanism:
Why?
The Grid Computing . .
In picture element Job execution sequence:
Offical tools
]TJ; o B The user sends jobs to the
JJS at DO Workload

Management
System

Some statistics 1/2
Some statistics 2/2

The MEM

Proxy
—
— ===
User Storage

interface element

! Developed by Pascal CaLvaT, CNRS, France
centre - DSM/Irfu/SPP

JJS job manager

m JJS uses jobs as probes to
know the current state of
the remote computing ele-
ments

m Ifthejobisin waiting queue
since too long time, it is au-
tomatically moved and the
remote computing element
state is changed as busy

B Oncethejobisexecuted the
user fetches the result

Aurélien Croc -9 /19



lrfu

e My Yok on JJS and its future for the

saclay
Outline JJS has not been developed for long-time jobs. Thus I've done modifications
whe | for that. It is now almost ready to use.
The Grid
In picture . . . .
Offical tools A non-exhaustive list of my contributions:
The WMS
]JS . . . .
Jjs at DO B Jobs submission algorithm improved
Some statistics 1/2
Some statistics 2/2 .. . .
P B Job resubmission algorithm improved

m File transfer improved (to prevent from overloaded storage element)
B Monitoring interface developed

m Debugging of the LCG to OSG bridge to submit job on the Open
Science Grid (still working on it)

B bug solved

Outlook:
I am working to provide it to the D@ collaboration very soon.
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Outline
—— | Amount of my running jobs on the LHC Computing Grid

hy | 5K
The Grid 5 3

he Grid Moriond ‘o9 systematics
In picture PR Cd T (N N P
Offical tools : : : :
The WMS \ P17
s * " pp channel
JJS at DO . LUEL .
Some statistics 1/2 35K R boded

Some statistics 2/2

The MEM

2K

Total number of running jobs
~
=

3 5 7 9 11131517 19 21 2325272931 2 4 6 8 10 12 14 16 18 20 22 24 26 28 2 4 6 8 10 12 14 16 18 20 22 24
Feb Date March

= On average | used more than 2000 CPUs 24/7
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Number of running jobs: 2 119 '

France 32.9%

United Kingdom 14.3%

y

Netherlands 21.

Germany 31.3%

Number of successful jobs for the last campain of job submission:
More than 99% of successful jobs after my modifications (< 80% for WMS).
This is the consequence of the JJS job manager policy which resubmit jobs on
other remote computing elements if their transfer failed.

Most of these problems come from maximum CPU time exceeded (the correct
amount of needed CPU time is quite hard to determine.)

CEA Saclay centre - DSM/Irfu/SPP Aurélien Croc -12 /19



saclay

Outline
Why?
The Grid

The MEM
The technique
In practice

The calibration
- Moriond results
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The Measurement of the
Top Quark Mass with the
Matrix Element Method
in the Dilepton Channel
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Outline The aim: Create a likelihood function depending on the top quark mass
J—M:‘h i d which have a maximum for its most probable value
The Gri
Inedet The method: We calculate the probability that an event is either signal or
The technique
Laprecteec background as a function of the top quark mass:
e calibration
Moriond results
First results
Conclusion Pew(x7 my, fs) fs (x mt) + (]' - fS)Pbkg(x)
Popig (X me) = — / doosbig(y,me) x Wxy)dy x f(q1)f(g2) dgdgs
acc —_——— N—_—— —_——
Y~ differential cross-section: transfer function: parton
Normalization matrix element LO probability for distribution
6-body phase space parton parameter y function

to be measured as x

Pypg  signal or background probability per event

fs signal fraction
X measured parameters (angles, energy)
my tested top quark mass

q1,q2 fraction of momentum of initial parton

= The integration is done on the remaining degrees of freedom (under-
constrained kinematics) in n-dimensional space by Monte Carlo method.
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oliline We calculate the probabilities Pey¢(x,m,,f.) for each individual event:
T = - - -
The Grid -t o o 13
The MEM g..., g,, g : i i
; . oo e i
The technique L. 1S ; ) A
In practice g =l v =
The calibration e o
Moriond results e L e . .o . e
First res\A.llts Event 1 Event 2 Event 3 Event n
Conclusion

Then we compute the likelihood L and get the —In :

‘C(thz . . 'xn»mtvfs) =—-InL = _lnHPevt(xivmt’fs)

as i=1
t The best estimate of the top mass is then
251 . e e s .

L determined by minimizing the — In L.

5o

S The statistical error can be estimated from:
0 1
o In L(mmin) — In L(mmin £ 0) = 5
oL

| |
180 190
Top Mass [GeVic?]
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Outline The optimum of the likelihood is not exactly the mass used in the generator.
why? | = Calibration of the method

The Grid

The MEM Generation of the calibration:

The technique

In practice m Monte-Carlo events are generated s
The calibration . . 0 1.15 +1.037
Moriond results Wlth dlfferent tOp quark mass S \:1 0.8802 +0.1332
First results 20

Conclusion m Ensembles are created with ran-

domly chosen events following the
number of expected signal and back-

3

Meas. Top Mass-170 [GeV]
5

ground events in the data sample 74
B In each ensembles the optimal value & - <
of the likelihood (mpin) is calculated T S

10 15
True Top Mass-170 [GeV]

Sample of calibration curve for p1y
. (up channel)
B The average of the muy, found in

each of the ensembles is computed
and compared to the input mass
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Outline D@ Run lib prel., L=2 55 | X'/ ndf 17613
. ; PO -0.4638+0.2873
Why? %\ 10k Pl 09157 +0.0587
. e
The Grid o
N
The MEM S osp b
The technique g
In practice E
The calibration § ol i
Moriond results £
First results
5 ]
Il L Il L
E 0 5 10
true m, -172.5 (GeV)
- 51 Entries 1000 o 132618
. D@ Run lib ?rel., L—2.5Tb ‘ | D@ Ru‘n Iib prel., L‘ 250 |00 oooersooma
2 Mean 3.135 1 31340050
E RMS 0.2004 = 5:5:3.1Gev :z 17;“0.0:;:
5 .
< 3r ]
w | | H
5100 H
2 2F 1
£
=1
z
50 E 1 ]
1
of 1 B
L L L Il Il 1
%5 3 35 0 170 75 T80
Amy, (GeV) my, (GeV)
P

centre - DSM/Irfu/SPP Aurélien Croc -17 /19



lrfu

€S8

saclay

Outline
Why?
The Grid

The MEM
The technique
In practice

The calibration
Moriond results
First results
Conclusion

Work in (progredd for the upu Channel- Cali
lferem‘ Ratio o;f Signal and Bac/egrouna’

Number
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X tt — epjj MC Expected
Cl];lrr?nt lﬁ’C I[\)/Ilgoson :uorfake (cross-sec 7.45 pb, N of :’ventsof
| as1.c vonts my =172 GeV) events
selection FT.0 FOT 166 FO0.1T T6.7
MET > 40 GeV 80.07 10 | 27707 | 366750 20.470] 139.77 57 128
%/ ndf 0.08974 /2 2/ ndf 1.045/2
25, PO 5.469 +1.416 po 1.545 £1.099
g |p1 oasrezoiest E | o 0.825 +0.1401
g “rpull width=2.12 4+ 0.04 % pull width=1.62 + 0.03
g &
& &,
d = ;
H 4 i, -
L — s ) v
L e . 9] rd .
- -~ Sig.=20% » ~~ Sig.=30%
7 E '
o i z L
Y5~ Ho 5015 ) 45~ ""0 590 1
True Top Mass-170 [GeV] o True Top Mass-170 [GeV]
%2/ ndf 0.3168/2 o~ 12/ ndf 145712
25 0 115 £1.087 A PO -05773108765
z [Pt ossn2rorsm E E [P osms:oins
82 pull width=1.53 £+ 0.03 v % pull width=1.33 £+ 0.02
i :
g = 5 /
d
H i /
d
2 P
7 y
i 4 1 0, 7 M 0,
- 7~ Sig.=50% /~ Sig.=80%
i | Wl |
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. . .
outine B We now have a solution to submit
Why? . . .
: jobs on the LHC Computing Grid
The Grid Mass of the Top Quark (*Preliminary)
The MEM CDF-I di-l
The technique ‘ ' 1 167.4+10.3+4.9
In practice B This solution has already been potar 168.4£12.3+ 3.6
The calibration . “COFI didl R
Moriond results used to integrate events for the _ L. in2s27:29
First results : DOl diid 174.7+2.9+2.4
oo Moriond conference A
COF-I 1 176.1+5.1£53
- ——
B It is currently used to measure D041 14 180.1: 3.9 3.6
. - . -
the top quark mass in the pu COF-I 1721£0.9+ 1.3
B —.—
channel DO 173.7+08%16
bkt
CDF-1allj 186.0£10.0+5.7
B Some improvement need to be “CoFal B~ 1728517210
done in the JJS code yet ‘cor ik 1753462+3.0
. -
. . Tevatron March'09 173.1+ 0.6 + ]('1
- (stat) ® (syst
m It will be available to the DO col L L e
|

laboratlon Very soon 150 160 170 180 190 200

my, (GeVic)
B We are working on the pu selec-
tion
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