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QCD in a Nutshell 

The Lagrangian:

LQCD = ψ̄(γµDµ −m)ψ − 1

4
GµνG

µν

The parameters:
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The Actors: The quarks & gluons

Quantum Chromodynamics - The field theory of the strong interactions



Proton Structure
The particle zoo-Too many hadrons 
discovered in ‘5o’s & 60’s to make sense of 
without further structure
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Hadrons -> composed of quarks

eup = 2
3 & edown = − 1

3
eproton = 2× 2

3 − 1
3 = +1

eneutron = 2
3 − 2× 1

3 = 0

QFT: gluons keep quarks together
The gluons in turn can split in 
pairs of quarks - sea quarks 

The valence quarks -> charge



QCD in a Nutshell 

9. Quantum chromodynamics 25

The central value is determined as the weighted average of the individual measurements.
For the error an overall, a-priori unknown, correlation coefficient is introduced and
determined by requiring that the total χ2 of the combination equals the number of
degrees of freedom. The world average quoted in Ref. 172 is

αs(M2
Z) = 0.1184 ± 0.0007 ,

with an astonishing precision of 0.6%. It is worth noting that a cross check performed in
Ref. 172, consisting in excluding each of the single measurements from the combination,
resulted in variations of the central value well below the quoted uncertainty, and in a
maximal increase of the combined error up to 0.0012. Most notably, excluding the most
precise determination from lattice QCD gives only a marginally different average value.
Nevertheless, there remains an apparent and long-standing systematic difference between
the results from structure functions and other determinations of similar accuracy. This
is evidenced in Fig. 9.2 (left), where the various inputs to this combination, evolved to
the Z mass scale, are shown. Fig. 9.2 (right) provides strongest evidence for the correct
prediction by QCD of the scale dependence of the strong coupling.
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Figure 9.2: Left: Summary of measurements of αs(M2
Z), used as input for the

world average value; Right: Summary of measurements of αs as a function of the
respective energy scale Q. Both plots are taken from Ref. 172.
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The running coupling constant

αs(µ) =
4π

β0 ln(µ2/Λ2)

Asymptotic Freedom:
At high energies coupling constant -> small
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Confinement:
No free quarks & gluons in nature
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Nobel Prize 2004: Gross Wilczek Politzer
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Factorization
From Theory to Measurement

Setting the Stage The Standard Model The Experiments The Theoretical Calculation Outlook

The Cross Section

a b

c

A B

C

• In order to compare experimental results to theoretical predictions a
cross section is calculated

• Gives the probability for a certain event to occur

• Parton Distribution Functions (PDF) - measured experimentally

• Fragmentation Function (FF) - measured experimentally

• Partonic cross section - calculated

• σhadronic(AB → C + X ) =
�

PDFs × FFs × σpartonic
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σAB→C = PDFa/A ⊗ PDFb/B ⊗ σ̂ab→c ⊗ FFC/c

The PDFs & FFs:                                                                                     
✦ NOT calculable via PT -> extracted 

via Global Fits

✦ Universal

σ̂ =
∞�

n=0

αn+1
s σ̂(n)

The partonic cross-section:                                                                                     
✦ Calculable in perturbation theory (very 

time consuming!)

✦ Depends on the process
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PDFs

The PDFs provide the distributions of the 
partons in the proton

                                                                                     

✦ x-dependence:
✦  fraction of proton’s momentum carried by parton

✦  (so far) not computable from first principles                                                                                 

✦Q-dependence:
✦  Q is the so-called factorization scale

✦  Q dependence governed by RGE’s
(DGLAP evolution equations)

x =
pz
Pz



Parton Distributions 

✦ Valence quarks
p=|uud>

Up

Down



✦ Gluons
carry about 40%
of the momentum!

Gluon

Parton Distributions 



Parton Distributions 

✦ Sea quarks
light quark sea,

strange quark sea

Sea



Q2 dependence

✦ RGE’s (DGLAP)

✦ integro-differential
equations

✦ known to NNLO
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Q2 dependence
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Global Analysis of PDFs
!"#$%&'()!"#$%&'()

✦So how does one obtain the PDFs?



Global Analysis of PDFs
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✦So how does one obtain the PDFs?
Parameter Dependent Functional Form 

nuclear CTEQ

Uses the same global fit framework&functional form as in the free

CTEQ6M analysis

x f p/Ak (x,Q0) = c0x
c1 (1 − x)c2 ec3x (1 + ec4x)c5 , k = uv , dv , g , ū + d̄, s, s̄ ,

d̄(x,Q0)/ū(x,Q0) = c0x
c1 (1 − x)c2 + (1 + c3x)(1 − x)c4

Modification - A-dependent parameters :

ck → ck(A) ≡ ck,0 + ck,1(1− A−ck,2), k = 1, . . . , 5

For A = 1, ck = ck,0

Construct the nPDF for an (A,Z ) nucleus by:

f (A,Z)

i (x ,Q) =
Z
A f p/Ai (x ,Q) +

A−Z
A f n/Ai (x ,Q)

Results in Schienbein,Yu,Kovarik,Keppel,Morfin,Olness,Owens,

PRD80(2009)094004

T. Stavreva nPDFs & HQ Structure Functions

CTEQ



Global Analysis of PDFs
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✦So how does one obtain the PDFs?

DGLAP Evolution Equations



Global Analysis of PDFs
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Data

Status of MSTW PDF analysis Benchmark W and Z production Higgs, top and jet production αS from DIS Summary

Data sets fitted in MSTW 2008 NLO analysis [arXiv:0901.0002]

Data set χ2 / Npts.

H1 MB 99 e+p NC 9 / 8
H1 MB 97 e+p NC 42 / 64
H1 low Q2 96–97 e+p NC 44 / 80
H1 high Q2 98–99 e−p NC 122 / 126
H1 high Q2 99–00 e+p NC 131 / 147
ZEUS SVX 95 e+p NC 35 / 30
ZEUS 96–97 e+p NC 86 / 144
ZEUS 98–99 e−p NC 54 / 92
ZEUS 99–00 e+p NC 63 / 90
H1 99–00 e+p CC 29 / 28
ZEUS 99–00 e+p CC 38 / 30
H1/ZEUS e±p F charm

2 107 / 83
H1 99–00 e+p incl. jets 19 / 24
ZEUS 96–97 e+p incl. jets 30 / 30
ZEUS 98–00 e±p incl. jets 17 / 30
DØ II pp̄ incl. jets 114 / 110
CDF II pp̄ incl. jets 56 / 76
CDF II W → lν asym. 29 / 22
DØ II W → lν asym. 25 / 10
DØ II Z rap. 19 / 28
CDF II Z rap. 49 / 29

Data set χ2 / Npts.

BCDMS µp F2 182 / 163
BCDMS µd F2 190 / 151
NMC µp F2 121 / 123
NMC µd F2 102 / 123
NMC µn/µp 130 / 148
E665 µp F2 57 / 53
E665 µd F2 53 / 53
SLAC ep F2 30 / 37
SLAC ed F2 30 / 38
NMC/BCDMS/SLAC FL 38 / 31
E866/NuSea pp DY 228 / 184
E866/NuSea pd/pp DY 14 / 15
NuTeV νN F2 49 / 53
CHORUS νN F2 26 / 42
NuTeV νN xF3 40 / 45
CHORUS νN xF3 31 / 33
CCFR νN → µµX 66 / 86
NuTeV νN → µµX 39 / 40

All data sets 2543 / 2699

• Red = New w.r.t. MRST 2006 fit.

G. Watt 5/60

Friday, May 11, 12

✦So how does one obtain the PDFs?
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✦So how does one obtain the PDFs?
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minimize χ2 function
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DGLAP Evolution Equations



PDFs

Many Different groups
fitting PDFs in last 2-3 
decades
✦ CTEQ,MSTW,GRV,ABSM,HERAPDF, 

ZEUS,NNPDFs ... 

✦ Differ in functional forms, data used, 
etc.



strange

up

 PDF Uncertainty

Decreasing PDF Uncertainty:  
✦ More data with reduced error

✦ Improved theory precision -> higher orders calculations



Structure Functions
F2(x,Q

2) =
�

q

e2qx(q + q̄)(x,Q2)

FL(x,Q
2) = 0 +O(αs)

DIS
deep inelastic scattering

DY
Drell-Yan

Structure Functions
Backbone of Global Analysis

requiring that there is a charm in the final-state and sum-
ming over the initial flavors up to and including charm.
Thus, we obtain:

Fc ¼
X3

i¼0

Fi4 þ
X3

j¼1

F4j þ F44: (B2)

The case where the initial and final-state are both charm
quarks (F44) has been written explicitly in the equation to
avoid double counting this contribution.13 The first sum in
Eq. (B2) includes cases, as in Fig. 20, where the incoming
quark is a light quark while the charm quark is one of the
quarks in the quark antiquark pair.

In order to obtain the required decomposition, there are
some manipulations that need to be performed to transform

from the singlet (s), nonsinglet (ns), and purely-singlet
(ps) structure function combinations found in the literature
into individual partonic components.
The general expression for the structure function is

given by:

x#1Fa ¼ qns $ Cns
a;q þ he2iðqs $ Cs

a;q þ g $ Ca;gÞ; (B3)

where a ¼ f2; Lg, and

qns ¼
Xnf

i¼1

ðe2i # he2iÞqþi qs ¼
Xnf

i¼1

qþi ;

qþi ¼ qi þ !qihe2i ¼ he2iðnfÞ ¼ 1

nf

Xnf

i¼1

e2i ;

(B4)

FIG. 18. Oð!2
SÞ # "'qi ! qigg. Contributes to Cns

a;q (and
hence to Cs

a;q) but not to Cps
a;q. This part is independent of nf.

FIG. 19. Oð!2
SÞ—"'g ! qj !qjg.

FIG. 20. Oð!2
SÞ # "'qi ! qiqj !qj.

FIG. 21. Oð!3
SÞ # "'qi ! qiggg. Contribution to Cns

a;q not
proportional to nf.

13Note that in our decomposition, diagrams with a bottom
quark in the initial or final state, contribute to the bottom
structure function, even in the presence of a charm quark.
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some manipulations that need to be performed to transform

from the singlet (s), nonsinglet (ns), and purely-singlet
(ps) structure function combinations found in the literature
into individual partonic components.
The general expression for the structure function is

given by:

x#1Fa ¼ qns $ Cns
a;q þ he2iðqs $ Cs

a;q þ g $ Ca;gÞ; (B3)

where a ¼ f2; Lg, and

qns ¼
Xnf

i¼1

ðe2i # he2iÞqþi qs ¼
Xnf

i¼1

qþi ;

qþi ¼ qi þ !qihe2i ¼ he2iðnfÞ ¼ 1

nf

Xnf

i¼1

e2i ;

(B4)

FIG. 18. Oð!2
SÞ # "'qi ! qigg. Contributes to Cns

a;q (and
hence to Cs

a;q) but not to Cps
a;q. This part is independent of nf.

FIG. 19. Oð!2
SÞ—"'g ! qj !qjg.

FIG. 20. Oð!2
SÞ # "'qi ! qiqj !qj.

FIG. 21. Oð!3
SÞ # "'qi ! qiggg. Contribution to Cns

a;q not
proportional to nf.

13Note that in our decomposition, diagrams with a bottom
quark in the initial or final state, contribute to the bottom
structure function, even in the presence of a charm quark.
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and Cns
a;q, Cs

a;q, Ca;g are the Wilson coefficients. From
Eq. (B4) one can extract the contribution from a single
initial-state quark as

x!1Fa;qi ¼ qþi $ ½e2i Cns
a;q þ he2iCps

a;q&; (B5)

where Cps
a;q is

Cps
a;q ¼ Cs

a;q ! Cns
a;q: (B6)

To further decompose Eq. (B5) into the different final-
state contributions, we examine the diagrams that contrib-
ute to the nonsinglet and purely singlet coefficients.
Diagrams in which the photon couples to the incoming
quark contribute to Cns

a;q (Figs. 15, 16, 18, and 20(b), etc.),
whereas the diagrams where the photon does not couple to

the incoming quark contribute to Cps
a;q; these contributions

appear for the first time at Oð!2
SÞ in Figs. 20(a) and 23(a).

Separating out the final-state quark from Eq. (B5) we
obtain:

x!1Fij
a ¼qþi $ fe2i ½Cns

a;qðnf¼0Þ"ijþCns
a;qðjÞ!Cns

a;qðj!1Þ&
þ he2iðjÞCps

a;qðjÞ! he2iðj!1ÞCps
a;qðj!1Þg: (B7)

We have introduced "ij in the nonsinglet contribution to
account for contributions in which the photon couples to
the initial and final-state quark. When this is not the case,
(i.e., in all purely-singlet contributions and in nonsinglet
contributions such as the ones in Fig. 20(a)], the difference
of the coefficient functions with nf ¼ j and nf ¼ j! 1
flavors is taken.
Some comments are in order:
(i) We have verified analytically and numerically that

one recovers Eq. (B5) when summing over the final
state quark partons (j ¼ 1; . . . ; nf) in Eq. (B7).

(ii) The corresponding decomposition for the gluon-
initiated subprocesses is simpler than the one in
Eq. (B7) since there are only purely singlet contri-
butions:

x!1F0j
a ¼g$ fhe2iðjÞCa;gðjÞ! he2iðj!1ÞCa;gðj!1Þg:

(B8)

(iii) We remark that the decomposition in Eq. (B7) also
includes the contributions from virtual diagrams to
the Wilson coefficients. As has been discussed in
the literature [40], such a decomposition is ambig-
uous at Oð!2

SÞ and beyond due to the treatment of
heavy quark loops contributing to the light quark
structure functions. However, numerically the
ambiguous terms are small and it is standard to
analyze the heavy quark structure functions Fc

2;L

FIG. 22. Oð!3
SÞ ! #)g ! qj !qjgg.

FIG. 23. Oð!3
SÞ ! #)qi ! qiqj !qjg.

FIG. 24. Oð!3
SÞ ! #)g ! qj !qjqk !qk.

T. STAVREVA et al. PHYSICAL REVIEW D 00

14



Structure Functions

0
0.5

1
1.5 Q2= 2 GeV2F2,FL Q2= 2.5 GeV2 Q2= 3.5 GeV2

H1 Collaboration

0
0.5

1
1.5 Q2= 5 GeV2 Q2= 6.5 GeV2 Q2= 8.5 GeV2

0
0.5

1
1.5 Q2= 12 GeV2 Q2= 15 GeV2 Q2= 20 GeV2

0
0.5

1
1.5

10
-4

10
-3

Q2= 25 GeV2

10
-4

10
-3

Q2= 35 GeV2

10
-4

10
-3

Q2= 45 GeV2

F2 H1 Data
FL H1 Data
F2 ACOT
FL ACOT

x

Striving toward increased precision in both data and theory!



Structure Functions to N3LO

In Fig. 14(b) we display the results for FL vs Q
computed at various orders. In contrast to F2, we find
the NLO corrections are large for FL; this is because the
LO FL contribution (which violates the Callan-Gross
relation) is suppressed by (m2=Q2) compared to the
dominant gluon contributions which enter at NLO.
Consequently, we observe (as expected) that the LO result
for FL receives large contributions from the higher order
terms.12 Essentially, the NLO is the first nontrivial order
for FL, and the subsequent contributions then converge.
For example, at large x (cf. x ¼ 0:1) for Q" 10 GeV we
find the NLO result yields "60 to 80% of the total, the
NNLO is a "20% correction, and the N3LO is a "10%
correction. For lower x values (10#3, 10#5) the conver-
gence of the perturbative series improves, and the NLO
results is within "10% of the N3LO result. Curiously, for
x ¼ 10#5 the NNLO and N3LO roughly compensate each
other so that the NLO and the N3LO match quite closely
for Q $ 2 GeV.

While the calculation of FL is certainly more challeng-
ing, examining Fig. 1 we see that for most of the relevant
kinematic range probed by HERA the theoretical calcula-
tion is quite stable. For example, in the high Q2 region
where HERA is probing intermediate x values (x" 10#3)
the spread of the !ðnÞ scalings is small. The challenge

arises in the lowQ region (Q" 2 GeV) where the x values
are "10#4; in this region, there is some spread between
the various curves at the lowest x value (" 10#5), but for
x" 10#3 this is greatly reduced.

V. CONCLUSIONS

We extended the ACOT calculation for DIS structure
functions to N3LO by combining the exact ACOT scheme
at NLO with a !ðnÞ rescaling; this allows us to include the
leading mass dependence at NNLO and N3LO. Using the
full ACOT calculation at NLO, we demonstrated that
the heavy quarks mass dependence for the DIS structure
functions is dominated by the kinematic mass contribu-
tions, and this can be implemented via a generalized
!ðnÞ-rescaling prescription.
We studied the F2 and FL structure functions as a

function of x and Q. We examined the flavor decomposi-
tion of these structure functions, and verified that the heavy
quarks were appropriately suppressed in the low Q region.
We found the results for F2 were very stable across the full
kinematic range for fx;Qg, and the contributions from the
NNLO and N3LO terms were small. For FL, the higher
order terms gave a proportionally larger contribution (due
to the suppression of the LO term from the Callan-Gross
relation); nevertheless, the contributions from the NNLO
and N3LO terms were generally small in the region probed
by HERA.
The result of this calculation was to obtain precise

predictions for the inclusive F2 and FL structure functions
which can be used to analyze the HERA data.
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FIG. 14 (color online). F2;L vsQ at fLO;NLO;NNLO;N3LOg (red, green, blue, cyan) for fixed x ¼ f10#1; 10#3; 10#5g (left to right)
for n ¼ 2 scaling.

12Because we use the fully massive ACOT scheme to LO and
NLO, the LO result in Fig. 14(b) contains the (m2=Q2) helicity-
violating contributions "Oð"0

s Þ; hence, it is nonzero. In the S-
ACOT scheme, the LO result for FL vanishes, but the NLO result
is comparable to the NLO ACOT result.
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x(uv+d1)=N„dx '(1—x) '(1+y„dx),
xd1 ——Ndx '(1—x) (1+ydx),

where

(2)

Ngd 3/I+(171 r72+1)l 1+ygd91/(r71+ 172+1)]l

Nd I/I+( 73~74+ 1)(1+7d 73/( 73+74+ 1)]I
and 8 (x,y) is the Euler beta function. For the sea quarks
we assumed simply

xu =xd =xs =As(1—x) S/6 . (3)

The fitted parameter values at Qo ——4 (GeV/c) may be
obtained from the s =0 values of the Q -dependent
parametrization given below. The fitted value of A in the
leading order is 0.2 GeV/c. Hereafter this set of input
distributions will be referred to as "set 1."
The gluon parameters in set 1 are directly constrained

by the J/1( data and indirectly but still strongly con-
strained by the dimuon data. This latter circumstance
arises because the pX dimuon data are proportional to the
antiquark distributions and these are in turn strongly in-

decided to include in the fitting procedure data for high-
mass dimuon production. Specifically, data from both
Fermilab and the CERN ISR for s ~ do/dMdy for
~y ~

&0.1 have been used. In order to avoid possible
backgrounds from heavy-quark semileptonic decays a cut
on the dimuon mass of M&6 GeV/c was imposed.
Furthermore, the normalization of the data was allowed
to vary in order to account for, among other things, the
well known E-factor effect upon leading-logarithm calcu-
lations. ' The E factors determined by the fits were 1.91
(1.74) for the soft (hard) gluon choices as discussed below.
The data discussed above are sensitive to the gluon dis-

tribution only through mixing with the quark singlet
terms. In order to have some data which are more sensi-
tive to the gluon distribution, we have also considered the
xz distributions of J/P's produced in pN collisions. "
The "duality"-type model was used in fitting these data as
discussed in Ref. 12. The inclusion of these data places a
strong constraint on the gluon distribution, but the price
to be paid is the use of a model rather than a theoretical
calculation for J/g production. Accordingly, these J/P
data were used in only one of the fits to be discussed
below.

III. PARTON-DISTRIBUTION FITS
The two fits to be presented here differ chiefly in the

shape of the gluon distribution. In each case a form

xG(x, QO )=AG(1+yGx)(1—x)"
was used. The first set was determined using all three of
the data types discussed in Sec. II. The parameter AG
was fixed by the momentum sum rule while yG and r7G
were fitted. These parameters are very highly correlated
and the errors are large if both are varied at once. In the
final fit the values were fixed at yG ——9.0 and 17G ——6.0,
values which were typical of the fitted results and are
similar to those suggested by earlier analyses. ' ' The
valence-quark distributions were parametrized by

to the evolved distributions. The resulting parametriza-
tions may be trusted at the few-percent level for Q up to
about 1 (TeV/c) for the bulk of the x range 0 to 1. The
only exception to this is for the gluon and sea distribu-
tions at large-x values where the distributions are already
extremely small.
The level of agreement between the exact and fitted

values of the singlet quark and gluon distributions at very
small x is an issue of some relevance to QCD predictions
for, e.g., a 20 TeV &20 TeV collider. In this scenario
production of a QQ pair via gg fusion with m(7&35
GeV/c would probe the gluon distribution in the region
x =2m(7/Vs &2&&10 . This is well inside the QCD-
generated small-x spike of width M =0.05 in the gluon
distribution. As a measure of the reliability of our fits at
very small x, we note that for Q =5000 (GeV/c) and
x =0.0014, the gluon fit is about 14% (27%) higher than
the result of the numerical integration for the set 1 (set 2)
distributions, respectively. For the singlet quark distribu-
tions the corresponding values are 4% and 20.5%. For
x &0.005 and Q & 1 (TeV/c), the discrepancies are no-
where more than a few percent and should be quite reli-
able, except, as stated above, for the gluon distribution for
x &0.8 and Q in the 1 (TeV/c) range.
On the other hand, the physical significance of those

spikes in the singlet quark and gluon distributions is quite
problematical. The spikes result from an n = 1 pole in the
singlet anomalous-dimension matrix and it is by no means
certain whether this leading-logarithm behavior survives a
more careful treatment. This then results in up to an
order-of-magnitude uncertainty in those QCD predictions
which probe very small x (10
The valence distributions are parametrized as in Eqs.

(1) and (2) and xG, xS, and xc are parametrized in the
general form

Ax'(1 —x)"(I+ax+Px +yx ), (4)

where S=2(u +d +s). Each of the constants in all of the
parametrizations has a quadratic dependence on the vari-
able s of the form A (s) =Ao+A1s+A2s, etc.
The results for set 1 are as follows. For x(u1+d1)

fluenced through evolution by the gluon distribution. It
could be argued that the pN dimuon data may be influ-
enced by anomalous nuclear' effects which could alter
the form of the sea. ' Accordingly, a second fit was per-
formed without the J/f and Columbia —Fermilab —Stony
Brook (CFS) dimuon data. For this fit the gluon parame-
ters were chosen to be yg ——9.0 and gG ——4.0, thus corre-
sponding to an intentionally broader gluon distribution.
The fitted value of A for this case is 0.4 GeV/c, illustrat-
ing the previously mentioned A-gluon correlation.
The fitting program' used in these analyses operates by

directly integrating the Altarelli-Parisi equations in x
space. This is a fast and convenient way to obtain the
evolved distributions during the fitting, but for subsequent
applications it is more convenient to have simple Q-
dependent parametrizations of the results. Similar to
most previous analyses' we have fitted functional forms
depending on the variable

s =In[(lnQ /A )/(lnQO /A )]



 PDF Expectations
Early parametrizations by Duke-Owens

50 D. W. DUKE AND J. F. OWENS 30

x(uv+d1)=N„dx '(1—x) '(1+y„dx),
xd1 ——Ndx '(1—x) (1+ydx),

where

(2)

Ngd 3/I+(171 r72+1)l 1+ygd91/(r71+ 172+1)]l

Nd I/I+( 73~74+ 1)(1+7d 73/( 73+74+ 1)]I
and 8 (x,y) is the Euler beta function. For the sea quarks
we assumed simply

xu =xd =xs =As(1—x) S/6 . (3)

The fitted parameter values at Qo ——4 (GeV/c) may be
obtained from the s =0 values of the Q -dependent
parametrization given below. The fitted value of A in the
leading order is 0.2 GeV/c. Hereafter this set of input
distributions will be referred to as "set 1."
The gluon parameters in set 1 are directly constrained

by the J/1( data and indirectly but still strongly con-
strained by the dimuon data. This latter circumstance
arises because the pX dimuon data are proportional to the
antiquark distributions and these are in turn strongly in-

decided to include in the fitting procedure data for high-
mass dimuon production. Specifically, data from both
Fermilab and the CERN ISR for s ~ do/dMdy for
~y ~

&0.1 have been used. In order to avoid possible
backgrounds from heavy-quark semileptonic decays a cut
on the dimuon mass of M&6 GeV/c was imposed.
Furthermore, the normalization of the data was allowed
to vary in order to account for, among other things, the
well known E-factor effect upon leading-logarithm calcu-
lations. ' The E factors determined by the fits were 1.91
(1.74) for the soft (hard) gluon choices as discussed below.
The data discussed above are sensitive to the gluon dis-

tribution only through mixing with the quark singlet
terms. In order to have some data which are more sensi-
tive to the gluon distribution, we have also considered the
xz distributions of J/P's produced in pN collisions. "
The "duality"-type model was used in fitting these data as
discussed in Ref. 12. The inclusion of these data places a
strong constraint on the gluon distribution, but the price
to be paid is the use of a model rather than a theoretical
calculation for J/g production. Accordingly, these J/P
data were used in only one of the fits to be discussed
below.

III. PARTON-DISTRIBUTION FITS
The two fits to be presented here differ chiefly in the

shape of the gluon distribution. In each case a form

xG(x, QO )=AG(1+yGx)(1—x)"
was used. The first set was determined using all three of
the data types discussed in Sec. II. The parameter AG
was fixed by the momentum sum rule while yG and r7G
were fitted. These parameters are very highly correlated
and the errors are large if both are varied at once. In the
final fit the values were fixed at yG ——9.0 and 17G ——6.0,
values which were typical of the fitted results and are
similar to those suggested by earlier analyses. ' ' The
valence-quark distributions were parametrized by

to the evolved distributions. The resulting parametriza-
tions may be trusted at the few-percent level for Q up to
about 1 (TeV/c) for the bulk of the x range 0 to 1. The
only exception to this is for the gluon and sea distribu-
tions at large-x values where the distributions are already
extremely small.
The level of agreement between the exact and fitted

values of the singlet quark and gluon distributions at very
small x is an issue of some relevance to QCD predictions
for, e.g., a 20 TeV &20 TeV collider. In this scenario
production of a QQ pair via gg fusion with m(7&35
GeV/c would probe the gluon distribution in the region
x =2m(7/Vs &2&&10 . This is well inside the QCD-
generated small-x spike of width M =0.05 in the gluon
distribution. As a measure of the reliability of our fits at
very small x, we note that for Q =5000 (GeV/c) and
x =0.0014, the gluon fit is about 14% (27%) higher than
the result of the numerical integration for the set 1 (set 2)
distributions, respectively. For the singlet quark distribu-
tions the corresponding values are 4% and 20.5%. For
x &0.005 and Q & 1 (TeV/c), the discrepancies are no-
where more than a few percent and should be quite reli-
able, except, as stated above, for the gluon distribution for
x &0.8 and Q in the 1 (TeV/c) range.
On the other hand, the physical significance of those

spikes in the singlet quark and gluon distributions is quite
problematical. The spikes result from an n = 1 pole in the
singlet anomalous-dimension matrix and it is by no means
certain whether this leading-logarithm behavior survives a
more careful treatment. This then results in up to an
order-of-magnitude uncertainty in those QCD predictions
which probe very small x (10
The valence distributions are parametrized as in Eqs.

(1) and (2) and xG, xS, and xc are parametrized in the
general form

Ax'(1 —x)"(I+ax+Px +yx ), (4)

where S=2(u +d +s). Each of the constants in all of the
parametrizations has a quadratic dependence on the vari-
able s of the form A (s) =Ao+A1s+A2s, etc.
The results for set 1 are as follows. For x(u1+d1)

fluenced through evolution by the gluon distribution. It
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enced by anomalous nuclear' effects which could alter
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ters were chosen to be yg ——9.0 and gG ——4.0, thus corre-
sponding to an intentionally broader gluon distribution.
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evolved distributions during the fitting, but for subsequent
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anti-neutrino–induced opposite sign dimuon events [33].
The ratio of the strange to non-strange sea in the nucleon
was measured to be κ = 0.48+0.09+0.17

−0.07−0.12; this is consistent
with the values used in the global fits, c.f., Fig. 4.

The data analysis is continuing, and it will be very
interesting to include this data set into the global fits as
the large dimuon statistics have the potential to strongly
influence the extracted PDFs.

F. MINERνA

The cross sections in neutrino DIS experiments from
NuTeV, CCFR, CHORUS and NOMAD have been mea-
sured using heavy nuclear targets. In order to use these
measurements in a global analysis of proton PDFs, these
data must be converted to the corresponding proton or
isoscalar results [36–42]. For example, the nuclear cor-
rection factors used in the CTEQ6 global analysis were
extracted from "±N DIS processes on a variety of nuclei,
and then applied to νN DIS on heavy nuclear targets.
In a series of recent studies it was found that the "±N
nuclear correction factors could differ substantially from
the optimal νN nuclear correction factors [39–43].

Furthermore, the nuclear corrections depend to a cer-
tain degree on the specific observable as they contain
different combinations of the partons; the nuclear correc-
tion factors for dimuon production will not be exactly
the same as the ones for the structure function F2 or
F3. The impact of varying the nuclear corrections on the
strange quark PDF has to be done in the context of a
global analysis which we leave for a future study.

The MINERνA experiment has the opportunity to
help resolve some of these important questions as it can
measure the neutrino DIS cross sections on a variety of
light and heavy targets. It uses the NuMI beamline at
Fermilab to measure low energy neutrino interactions to
study neutrino oscillations and also the strong dynamics
of the neutrino–nucleon interactions. MINERνA com-
pleted construction in 2010, and they have begun data
collection. MINERνA can measure neutrino interactions
on a variety of targets including plastic, helium, carbon,
water, iron, and lead. For 4 ∗ 1020 Protons on Target
(POT) they can generate over 1M charged current events
on plastic.

These high statistics data on a variety of nuclear tar-
gets could allow us to accurately characterize the nuclear
correction factors as a function of the nuclear A from
helium to lead. This data will be very useful in resolv-
ing questions about the nuclear corrections, and we look
forward to the results in the near future.

G. CDF & DO

At the Tevatron, the CDF [44] and D0 [45] collabora-
tions measured Wc final states in pp̄ at

√
S = 1.96 TeV
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Figure 4: κ(x,Q) vs. x for Q = 1.5 GeV for a se-
lection of PDFs, where κ(x,Q) is defined in Eq. (4).
The curves (top to bottom) are CTEQ6.6 (solid, red),
CTEQ6.5 (dotted, black) and CTEQ6.1 (dashed, pur-
ple). The wider (blue) band represents the uncertainty
for CTEQ6.6 as computed by Eq. (5), the inner (green)
band represents uncertainty given by the envelope of
κ(x,Q) values obtained with the 44 CTEQ6.6 error sets.

using the semileptonic decay of the charm and the corre-
lation between the charge of the W and the charm decay.
Additionally, a recent study has investigated the impact
of the W+dijet cross section on the strange PDF [46].
These measurement are especially valuable for two rea-
sons. First, there are no nuclear correction factors as the
initial state is p or p̄. Second, this is in a very different
kinematic region as compared to the fixed-target neutrino
experiments. Thus, these have the potential to constrain
the strange quark PDF in a manner complementary to
the νN DIS measurements; however, the hadron-hadron
initial state is challenging. Using approximately 1 fb−1

of data, both CDF and D0 find their measurements to be
in agreement with theoretical expectations of the Stan-
dard Model. Updated analyses with larger data sets are
in progress and it will be interesting to see the impact of
these improved constraints on the strange quark PDF.

H. Strange Quark Uncertainty

The combination of the above results underscores the
observation that our knowledge of the strange quark is
limited. To illustrate this point in another manner, in
Fig. 4 we display κ(x,Q) for a selection of PDF sets.
Here, we define

κ(x,Q) =
s(x,Q)

[ū(x,Q) + d̄(x,Q)]/2
(4)

which is essentially a differential version of the κ param-
eter of Eq. (2); this allows us to gauge the amount of the
strange PDF inside the proton compared to the average
up and down sea-quark PDFs. If we had exact SU(3)
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x(uv+d1)=N„dx '(1—x) '(1+y„dx),
xd1 ——Ndx '(1—x) (1+ydx),

where

(2)

Ngd 3/I+(171 r72+1)l 1+ygd91/(r71+ 172+1)]l

Nd I/I+( 73~74+ 1)(1+7d 73/( 73+74+ 1)]I
and 8 (x,y) is the Euler beta function. For the sea quarks
we assumed simply

xu =xd =xs =As(1—x) S/6 . (3)

The fitted parameter values at Qo ——4 (GeV/c) may be
obtained from the s =0 values of the Q -dependent
parametrization given below. The fitted value of A in the
leading order is 0.2 GeV/c. Hereafter this set of input
distributions will be referred to as "set 1."
The gluon parameters in set 1 are directly constrained

by the J/1( data and indirectly but still strongly con-
strained by the dimuon data. This latter circumstance
arises because the pX dimuon data are proportional to the
antiquark distributions and these are in turn strongly in-

decided to include in the fitting procedure data for high-
mass dimuon production. Specifically, data from both
Fermilab and the CERN ISR for s ~ do/dMdy for
~y ~

&0.1 have been used. In order to avoid possible
backgrounds from heavy-quark semileptonic decays a cut
on the dimuon mass of M&6 GeV/c was imposed.
Furthermore, the normalization of the data was allowed
to vary in order to account for, among other things, the
well known E-factor effect upon leading-logarithm calcu-
lations. ' The E factors determined by the fits were 1.91
(1.74) for the soft (hard) gluon choices as discussed below.
The data discussed above are sensitive to the gluon dis-

tribution only through mixing with the quark singlet
terms. In order to have some data which are more sensi-
tive to the gluon distribution, we have also considered the
xz distributions of J/P's produced in pN collisions. "
The "duality"-type model was used in fitting these data as
discussed in Ref. 12. The inclusion of these data places a
strong constraint on the gluon distribution, but the price
to be paid is the use of a model rather than a theoretical
calculation for J/g production. Accordingly, these J/P
data were used in only one of the fits to be discussed
below.

III. PARTON-DISTRIBUTION FITS
The two fits to be presented here differ chiefly in the

shape of the gluon distribution. In each case a form

xG(x, QO )=AG(1+yGx)(1—x)"
was used. The first set was determined using all three of
the data types discussed in Sec. II. The parameter AG
was fixed by the momentum sum rule while yG and r7G
were fitted. These parameters are very highly correlated
and the errors are large if both are varied at once. In the
final fit the values were fixed at yG ——9.0 and 17G ——6.0,
values which were typical of the fitted results and are
similar to those suggested by earlier analyses. ' ' The
valence-quark distributions were parametrized by

to the evolved distributions. The resulting parametriza-
tions may be trusted at the few-percent level for Q up to
about 1 (TeV/c) for the bulk of the x range 0 to 1. The
only exception to this is for the gluon and sea distribu-
tions at large-x values where the distributions are already
extremely small.
The level of agreement between the exact and fitted

values of the singlet quark and gluon distributions at very
small x is an issue of some relevance to QCD predictions
for, e.g., a 20 TeV &20 TeV collider. In this scenario
production of a QQ pair via gg fusion with m(7&35
GeV/c would probe the gluon distribution in the region
x =2m(7/Vs &2&&10 . This is well inside the QCD-
generated small-x spike of width M =0.05 in the gluon
distribution. As a measure of the reliability of our fits at
very small x, we note that for Q =5000 (GeV/c) and
x =0.0014, the gluon fit is about 14% (27%) higher than
the result of the numerical integration for the set 1 (set 2)
distributions, respectively. For the singlet quark distribu-
tions the corresponding values are 4% and 20.5%. For
x &0.005 and Q & 1 (TeV/c), the discrepancies are no-
where more than a few percent and should be quite reli-
able, except, as stated above, for the gluon distribution for
x &0.8 and Q in the 1 (TeV/c) range.
On the other hand, the physical significance of those

spikes in the singlet quark and gluon distributions is quite
problematical. The spikes result from an n = 1 pole in the
singlet anomalous-dimension matrix and it is by no means
certain whether this leading-logarithm behavior survives a
more careful treatment. This then results in up to an
order-of-magnitude uncertainty in those QCD predictions
which probe very small x (10
The valence distributions are parametrized as in Eqs.

(1) and (2) and xG, xS, and xc are parametrized in the
general form

Ax'(1 —x)"(I+ax+Px +yx ), (4)

where S=2(u +d +s). Each of the constants in all of the
parametrizations has a quadratic dependence on the vari-
able s of the form A (s) =Ao+A1s+A2s, etc.
The results for set 1 are as follows. For x(u1+d1)

fluenced through evolution by the gluon distribution. It
could be argued that the pN dimuon data may be influ-
enced by anomalous nuclear' effects which could alter
the form of the sea. ' Accordingly, a second fit was per-
formed without the J/f and Columbia —Fermilab —Stony
Brook (CFS) dimuon data. For this fit the gluon parame-
ters were chosen to be yg ——9.0 and gG ——4.0, thus corre-
sponding to an intentionally broader gluon distribution.
The fitted value of A for this case is 0.4 GeV/c, illustrat-
ing the previously mentioned A-gluon correlation.
The fitting program' used in these analyses operates by

directly integrating the Altarelli-Parisi equations in x
space. This is a fast and convenient way to obtain the
evolved distributions during the fitting, but for subsequent
applications it is more convenient to have simple Q-
dependent parametrizations of the results. Similar to
most previous analyses' we have fitted functional forms
depending on the variable

s =In[(lnQ /A )/(lnQO /A )]
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anti-neutrino–induced opposite sign dimuon events [33].
The ratio of the strange to non-strange sea in the nucleon
was measured to be κ = 0.48+0.09+0.17

−0.07−0.12; this is consistent
with the values used in the global fits, c.f., Fig. 4.

The data analysis is continuing, and it will be very
interesting to include this data set into the global fits as
the large dimuon statistics have the potential to strongly
influence the extracted PDFs.

F. MINERνA

The cross sections in neutrino DIS experiments from
NuTeV, CCFR, CHORUS and NOMAD have been mea-
sured using heavy nuclear targets. In order to use these
measurements in a global analysis of proton PDFs, these
data must be converted to the corresponding proton or
isoscalar results [36–42]. For example, the nuclear cor-
rection factors used in the CTEQ6 global analysis were
extracted from "±N DIS processes on a variety of nuclei,
and then applied to νN DIS on heavy nuclear targets.
In a series of recent studies it was found that the "±N
nuclear correction factors could differ substantially from
the optimal νN nuclear correction factors [39–43].

Furthermore, the nuclear corrections depend to a cer-
tain degree on the specific observable as they contain
different combinations of the partons; the nuclear correc-
tion factors for dimuon production will not be exactly
the same as the ones for the structure function F2 or
F3. The impact of varying the nuclear corrections on the
strange quark PDF has to be done in the context of a
global analysis which we leave for a future study.

The MINERνA experiment has the opportunity to
help resolve some of these important questions as it can
measure the neutrino DIS cross sections on a variety of
light and heavy targets. It uses the NuMI beamline at
Fermilab to measure low energy neutrino interactions to
study neutrino oscillations and also the strong dynamics
of the neutrino–nucleon interactions. MINERνA com-
pleted construction in 2010, and they have begun data
collection. MINERνA can measure neutrino interactions
on a variety of targets including plastic, helium, carbon,
water, iron, and lead. For 4 ∗ 1020 Protons on Target
(POT) they can generate over 1M charged current events
on plastic.

These high statistics data on a variety of nuclear tar-
gets could allow us to accurately characterize the nuclear
correction factors as a function of the nuclear A from
helium to lead. This data will be very useful in resolv-
ing questions about the nuclear corrections, and we look
forward to the results in the near future.

G. CDF & DO

At the Tevatron, the CDF [44] and D0 [45] collabora-
tions measured Wc final states in pp̄ at

√
S = 1.96 TeV

0.0001 0.001 0.01 0.1

0.2

0.4

0.6

0.8

1.0

1.2

Figure 4: κ(x,Q) vs. x for Q = 1.5 GeV for a se-
lection of PDFs, where κ(x,Q) is defined in Eq. (4).
The curves (top to bottom) are CTEQ6.6 (solid, red),
CTEQ6.5 (dotted, black) and CTEQ6.1 (dashed, pur-
ple). The wider (blue) band represents the uncertainty
for CTEQ6.6 as computed by Eq. (5), the inner (green)
band represents uncertainty given by the envelope of
κ(x,Q) values obtained with the 44 CTEQ6.6 error sets.

using the semileptonic decay of the charm and the corre-
lation between the charge of the W and the charm decay.
Additionally, a recent study has investigated the impact
of the W+dijet cross section on the strange PDF [46].
These measurement are especially valuable for two rea-
sons. First, there are no nuclear correction factors as the
initial state is p or p̄. Second, this is in a very different
kinematic region as compared to the fixed-target neutrino
experiments. Thus, these have the potential to constrain
the strange quark PDF in a manner complementary to
the νN DIS measurements; however, the hadron-hadron
initial state is challenging. Using approximately 1 fb−1

of data, both CDF and D0 find their measurements to be
in agreement with theoretical expectations of the Stan-
dard Model. Updated analyses with larger data sets are
in progress and it will be interesting to see the impact of
these improved constraints on the strange quark PDF.

H. Strange Quark Uncertainty

The combination of the above results underscores the
observation that our knowledge of the strange quark is
limited. To illustrate this point in another manner, in
Fig. 4 we display κ(x,Q) for a selection of PDF sets.
Here, we define

κ(x,Q) =
s(x,Q)

[ū(x,Q) + d̄(x,Q)]/2
(4)

which is essentially a differential version of the κ param-
eter of Eq. (2); this allows us to gauge the amount of the
strange PDF inside the proton compared to the average
up and down sea-quark PDFs. If we had exact SU(3)
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ple). The wider (blue) band represents the uncertainty
for CTEQ6.6 as computed by Eq. (5), the inner (green)
band represents uncertainty given by the envelope of
κ(x,Q) values obtained with the 44 CTEQ6.6 error sets.

using the semileptonic decay of the charm and the corre-
lation between the charge of the W and the charm decay.
Additionally, a recent study has investigated the impact
of the W+dijet cross section on the strange PDF [46].
These measurement are especially valuable for two rea-
sons. First, there are no nuclear correction factors as the
initial state is p or p̄. Second, this is in a very different
kinematic region as compared to the fixed-target neutrino
experiments. Thus, these have the potential to constrain
the strange quark PDF in a manner complementary to
the νN DIS measurements; however, the hadron-hadron
initial state is challenging. Using approximately 1 fb−1

of data, both CDF and D0 find their measurements to be
in agreement with theoretical expectations of the Stan-
dard Model. Updated analyses with larger data sets are
in progress and it will be interesting to see the impact of
these improved constraints on the strange quark PDF.

H. Strange Quark Uncertainty

The combination of the above results underscores the
observation that our knowledge of the strange quark is
limited. To illustrate this point in another manner, in
Fig. 4 we display κ(x,Q) for a selection of PDF sets.
Here, we define

κ(x,Q) =
s(x,Q)
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which is essentially a differential version of the κ param-
eter of Eq. (2); this allows us to gauge the amount of the
strange PDF inside the proton compared to the average
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Discussion

• FNAL E866/NuSea ~1998

• pp data (shifted upwards by 8.7% in MSTW08)
→modern analysis might be useful!

• ratio of pd over pp DY:

• normalization uncertainty cancels

• sensitive to dbar(x)/ubar(x)

• Can AFTER improve precision of data?
Extend kinematic reach to larger x>0.3?

• Note, at small x<0.05: dbar = ubar
SU(2)-symmetric sea (even more the higher the scale)

• Usually nuclear corrections assumed to be negligible:
→AFTER can test with different nucelar targets 

Isospin asymmetry in the
nucleon light sea: d̄(x) �= ū(x)
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s̄ �= d̄



The Strange PDF
2

I. INTRODUCTION

A. Motivation

Parton distribution functions (PDFs) provide the es-
sential link between the theoretically calculated partonic
cross-sections, and the experimentally measured physical
cross-sections involving hadrons and mesons. This link
is crucial if we are to make incisive tests of the standard
model, and search for subtle deviations which might sig-
nal new physics.

Recent measurements of charm production in neutrino
deeply-inelastic scattering (DIS), visible as di-muon final
states, provide important new information on the strange
quark distribution, s(x), of the nucleon [1–16]. We show
that despite these recent advances in both the precision
data and theoretical predictions, the relative uncertainty
on the heavier flavors remains large. We will focus on the
strange quark and show the impact of these uncertainties
on selected LHC processes.

The production of W/Z bosons is one of the “bench-
mark” processes used to calibrate our searches for the
Higgs boson and other “new physics” signals. We will
examine how the uncertainty of the strange quark PDF
influences these measurements, and assess how these un-
certainties might be reduced.

B. Outline

The outline of the presentation is as follows. In Sec-
tion 2, we examine the experimental signatures that con-
strain the strange quark parton distribution. In Section 3
we consider the impact of s-quark PDF uncertainties on
W/Z production at the LHC, and in Section 4 we sum-
marize our results. Additional details on PDF fits to di-
muon data at next-to-leading order are provided in the
Appendix.

II. CONSTRAINING THE PDF FLAVOR
COMPONENTS

A. Extracting the Strange Quark PDF

In previous global analyses, the predominant informa-
tion on the strange quark PDF s(x) came from the dif-
ference of (large) inclusive cross sections for neutral and
charged current DIS. For example, at leading-order (LO)
in the parton model one finds that the difference be-
tween the Neutral Current (NC) and Charged Current
(CC) DIS F2 structure function is proportional to the
strange PDF. Specifically if we neglect the charm PDF
and isospin-violating terms, we have [17]

∆F2 =
5

18
FCC
2 − FNC

2 ∼
x

6
[s(x) + s̄(x)] . (1)
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Figure 1: Relative uncertainty of the strange quark PDF
as a function of x for Q = 2 GeV. The inner band is
for the CTEQ6.1 PDF set, and the outer band is for
the CTEQ6.6 PDF set. The band is computed as the
envelope of si(x)/s0(x) where s0(x) is the central PDF
for each set; for CTEQ6.1, i = [1, 40], and for CTEQ6.6,

i = [1, 44].

Because the strange distributions are small compared to
the large up and down PDFs, the s(x) extracted from
this measurement has large uncertainties. Lacking better
information, it was commonly assumed the distribution
was of the form

s(x) = s̄(x) ∼ κ[ū(x) + d̄(x)]/2 (2)

with κ ∼ 1/2.
This approach was used, for example, in the CTEQ6.1

PDFs [18]. In Figure 1 we show the relative uncertainty
band of the strange quark PDF for the 40 CTEQ6.1 PDF
error sets relative to the central value. We observe that
over much of the x-range the relative uncertainty on the
strange PDF is <

∼ 5%. The relation of Eq. (2) tells us that
this uncertainty band in fact reflects the uncertainty on
the up and down sea which is well constrained by DIS
measurements; this does not reflect the true uncertainty
of s(x).

Beginning with CTEQ6.6 PDFs [19] the neutrino–
nucleon dimuon data was included in the global fits to
more directly constrain the strange quark; thus, Eq. (2)
was not used, and two additional fitting parameters were
introduced to allow the strange quark to vary indepen-
dently of the up and down sea. We also display the rela-
tive uncertainty band for the CTEQ6.6 PDF set in Fig. 1.
We now observe that the relative error on the strange
quark is much larger than for the CTEQ6.1 set, partic-
ularly for x < 0.01 where the neutrino–nucleon dimuon
data do not provide any constraints. We expect this is a
more accurate representation of the true uncertainty.

This general behavior is also exhibited in other global
PDF sets with errors [20–23]. For example, the NNPDF
collaboration uses a parameterization-free method for ex-
tracting the PDFs; they observe a large increase in the
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Figure 2: We plot χ2/χ2
0 for the dimuon and the

“Inclusive-I” data sets evaluated as a function of the
strange asymmetry [S−]×104. The fits are denoted with

for the dimuons and for “Inclusive-I”. Quadratic ap-
proximations to the fits are displayed by the solid (red)
line for the dimuons and the dashed (green) line for

“Inclusive-I”.

form assumed for the CTEQ6 set. In particular, they
obtain a strange quark distribution that is suppressed in
the region x ! 0.1 but then grows quickly for x < 0.1
and exceeds the CTEQ6L value in the small x region by
more than a factor of two.

To gauge the compatibility of this result with the dis-
played PDFs, we can replace the initial s(x) distribution
with the form preferred by HERMES, and then evalu-
ate the shift of the χ2 with this additional constraint. A
preliminary investigation with this procedure indicates
that the HERMES s(x) distribution could strongly influ-
ence two data sets of the global fits. The first set is the
neutrino-nucleon dimuon data which controls s(x) in the
intermediate x region. The second set is the HERA mea-
surement of F2 in the small x region where the statistical
errors are particularly small.

In Fig. 3 we also show xS(x) from CTEQ6.6; while
the HERMES data are below the CTEQ6.6 result in the
x ∼ 0.1 region, they agree quite well at both the higher
and lower x values.

While these comparisons are sufficient to gauge the
general influence of the Hermes result, a complete anal-
ysis that includes the Hermes data dynamically in the
global fit is required to draw quantitative conclusions.
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Figure 3: The strange parton distribution xS(x) =
x[s(x) + s̄(x)] from the measured Hermes multiplicity
for charged kaons evolved to Q2 = 2.5GeV2. The
solid green curve is a Hermes 3-parameter fit: S(x) =
x−0.924e−x/0.0404(1−x), the dashed blue curve is the sum
of light anti-quarks x(ū+d̄) from CTEQ6L, the blue solid
curve is xS(x) from CTEQ6L, and the red solid curve is
the xS(x) from CTEQ6.6. Hermes data points and fit

are from Ref. [28].

D. CHORUS

The CHORUS experiment [29–31] measured the neu-
trino structure functions F2, xF3, R in collisions of sign
selected neutrinos and anti-neutrinos with a lead target
(lead–scintillator CHORUS calorimeter) in the CERN
SPS neutrino beamline. They collected over 3M νµ and
1M ν̄µ charged current events in the kinematic range
0.01 < x < 0.7, 0.05 < y < 0.95, 10 < Eν < 100.

This data was analyzed in the context of a global fit
in Ref. [32] which was based on the CTEQ6.1 PDFs.
This analysis made use of the correlated systematic errors
and found that the CHORUS data is generally compati-
ble with the other data sets, including the NuTeV data.
Thus, the CHORUS data is consistent with the strange
distribution extracted in CTEQ6.1.

E. NOMAD

The NOMAD experiment measured neutrino-induced
charm dimuon production to directly probe the s-quark
PDF [33–35]. Protons from the CERN SPS synchrotron
(450 GeV) struck a beryllium target to produce a neu-
trino beam with a mean energy of 27 GeV. NOMAD used
an iron-scintillator hadronic calorimeter to collect a very
high statistics (15K) neutrino-induced charm dimuon
sample [34].

Using kinematic cuts of Eµ1, Eµ2 > 4.5GeV, 15 <
Eν < 300GeV, and Q2 > 1 GeV2 NOMAD performed
a leading-order QCD analysis of 2714 neutrino- and 115
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I. INTRODUCTION

A. Motivation

Parton distribution functions (PDFs) provide the es-
sential link between the theoretically calculated partonic
cross-sections, and the experimentally measured physical
cross-sections involving hadrons and mesons. This link
is crucial if we are to make incisive tests of the standard
model, and search for subtle deviations which might sig-
nal new physics.

Recent measurements of charm production in neutrino
deeply-inelastic scattering (DIS), visible as di-muon final
states, provide important new information on the strange
quark distribution, s(x), of the nucleon [1–16]. We show
that despite these recent advances in both the precision
data and theoretical predictions, the relative uncertainty
on the heavier flavors remains large. We will focus on the
strange quark and show the impact of these uncertainties
on selected LHC processes.

The production of W/Z bosons is one of the “bench-
mark” processes used to calibrate our searches for the
Higgs boson and other “new physics” signals. We will
examine how the uncertainty of the strange quark PDF
influences these measurements, and assess how these un-
certainties might be reduced.

B. Outline

The outline of the presentation is as follows. In Sec-
tion 2, we examine the experimental signatures that con-
strain the strange quark parton distribution. In Section 3
we consider the impact of s-quark PDF uncertainties on
W/Z production at the LHC, and in Section 4 we sum-
marize our results. Additional details on PDF fits to di-
muon data at next-to-leading order are provided in the
Appendix.

II. CONSTRAINING THE PDF FLAVOR
COMPONENTS

A. Extracting the Strange Quark PDF

In previous global analyses, the predominant informa-
tion on the strange quark PDF s(x) came from the dif-
ference of (large) inclusive cross sections for neutral and
charged current DIS. For example, at leading-order (LO)
in the parton model one finds that the difference be-
tween the Neutral Current (NC) and Charged Current
(CC) DIS F2 structure function is proportional to the
strange PDF. Specifically if we neglect the charm PDF
and isospin-violating terms, we have [17]

∆F2 =
5

18
FCC
2 − FNC

2 ∼
x

6
[s(x) + s̄(x)] . (1)
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Figure 1: Relative uncertainty of the strange quark PDF
as a function of x for Q = 2 GeV. The inner band is
for the CTEQ6.1 PDF set, and the outer band is for
the CTEQ6.6 PDF set. The band is computed as the
envelope of si(x)/s0(x) where s0(x) is the central PDF
for each set; for CTEQ6.1, i = [1, 40], and for CTEQ6.6,

i = [1, 44].

Because the strange distributions are small compared to
the large up and down PDFs, the s(x) extracted from
this measurement has large uncertainties. Lacking better
information, it was commonly assumed the distribution
was of the form

s(x) = s̄(x) ∼ κ[ū(x) + d̄(x)]/2 (2)

with κ ∼ 1/2.
This approach was used, for example, in the CTEQ6.1

PDFs [18]. In Figure 1 we show the relative uncertainty
band of the strange quark PDF for the 40 CTEQ6.1 PDF
error sets relative to the central value. We observe that
over much of the x-range the relative uncertainty on the
strange PDF is <

∼ 5%. The relation of Eq. (2) tells us that
this uncertainty band in fact reflects the uncertainty on
the up and down sea which is well constrained by DIS
measurements; this does not reflect the true uncertainty
of s(x).

Beginning with CTEQ6.6 PDFs [19] the neutrino–
nucleon dimuon data was included in the global fits to
more directly constrain the strange quark; thus, Eq. (2)
was not used, and two additional fitting parameters were
introduced to allow the strange quark to vary indepen-
dently of the up and down sea. We also display the rela-
tive uncertainty band for the CTEQ6.6 PDF set in Fig. 1.
We now observe that the relative error on the strange
quark is much larger than for the CTEQ6.1 set, partic-
ularly for x < 0.01 where the neutrino–nucleon dimuon
data do not provide any constraints. We expect this is a
more accurate representation of the true uncertainty.

This general behavior is also exhibited in other global
PDF sets with errors [20–23]. For example, the NNPDF
collaboration uses a parameterization-free method for ex-
tracting the PDFs; they observe a large increase in the
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Figure 2: We plot χ2/χ2
0 for the dimuon and the

“Inclusive-I” data sets evaluated as a function of the
strange asymmetry [S−]×104. The fits are denoted with

for the dimuons and for “Inclusive-I”. Quadratic ap-
proximations to the fits are displayed by the solid (red)
line for the dimuons and the dashed (green) line for

“Inclusive-I”.

form assumed for the CTEQ6 set. In particular, they
obtain a strange quark distribution that is suppressed in
the region x ! 0.1 but then grows quickly for x < 0.1
and exceeds the CTEQ6L value in the small x region by
more than a factor of two.

To gauge the compatibility of this result with the dis-
played PDFs, we can replace the initial s(x) distribution
with the form preferred by HERMES, and then evalu-
ate the shift of the χ2 with this additional constraint. A
preliminary investigation with this procedure indicates
that the HERMES s(x) distribution could strongly influ-
ence two data sets of the global fits. The first set is the
neutrino-nucleon dimuon data which controls s(x) in the
intermediate x region. The second set is the HERA mea-
surement of F2 in the small x region where the statistical
errors are particularly small.

In Fig. 3 we also show xS(x) from CTEQ6.6; while
the HERMES data are below the CTEQ6.6 result in the
x ∼ 0.1 region, they agree quite well at both the higher
and lower x values.

While these comparisons are sufficient to gauge the
general influence of the Hermes result, a complete anal-
ysis that includes the Hermes data dynamically in the
global fit is required to draw quantitative conclusions.
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Figure 3: The strange parton distribution xS(x) =
x[s(x) + s̄(x)] from the measured Hermes multiplicity
for charged kaons evolved to Q2 = 2.5GeV2. The
solid green curve is a Hermes 3-parameter fit: S(x) =
x−0.924e−x/0.0404(1−x), the dashed blue curve is the sum
of light anti-quarks x(ū+d̄) from CTEQ6L, the blue solid
curve is xS(x) from CTEQ6L, and the red solid curve is
the xS(x) from CTEQ6.6. Hermes data points and fit

are from Ref. [28].

D. CHORUS

The CHORUS experiment [29–31] measured the neu-
trino structure functions F2, xF3, R in collisions of sign
selected neutrinos and anti-neutrinos with a lead target
(lead–scintillator CHORUS calorimeter) in the CERN
SPS neutrino beamline. They collected over 3M νµ and
1M ν̄µ charged current events in the kinematic range
0.01 < x < 0.7, 0.05 < y < 0.95, 10 < Eν < 100.

This data was analyzed in the context of a global fit
in Ref. [32] which was based on the CTEQ6.1 PDFs.
This analysis made use of the correlated systematic errors
and found that the CHORUS data is generally compati-
ble with the other data sets, including the NuTeV data.
Thus, the CHORUS data is consistent with the strange
distribution extracted in CTEQ6.1.

E. NOMAD

The NOMAD experiment measured neutrino-induced
charm dimuon production to directly probe the s-quark
PDF [33–35]. Protons from the CERN SPS synchrotron
(450 GeV) struck a beryllium target to produce a neu-
trino beam with a mean energy of 27 GeV. NOMAD used
an iron-scintillator hadronic calorimeter to collect a very
high statistics (15K) neutrino-induced charm dimuon
sample [34].

Using kinematic cuts of Eµ1, Eµ2 > 4.5GeV, 15 <
Eν < 300GeV, and Q2 > 1 GeV2 NOMAD performed
a leading-order QCD analysis of 2714 neutrino- and 115
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(a) d2σ/dM/dy in pb/GeV for pp → W− +X (left), pp → W+ +X (middle) and pp → Z, γ∗ +X (right) production at the LHC
for 7 TeV with CTEQ6.6 using the VRAP program [68] at NNLO (for M = mW and M = mZ respectively).
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(b) d2σ/dM/dy in pb/GeV for pp → W−+X (left), pp → W+ +X (middle) and pp → Z, γ∗ +X (right) production at the LHC
for 14 TeV with CTEQ6.6 using the VRAP program [68] at NNLO (for M = mW and M = mZ respectively).

Figure 8: Contribution of the strange quark to W±/Z production at the LHC.

LHC, we will use the different PDF sets within CTEQ6.6
as well as compare the sets of different PDF groups.

In Figure 9a, we display the differential cross section
d2σ/dM/dy for W±/Z boson production at the LHC at√
S = 7 TeV using the 44 error PDF sets of CTEQ6.6.

To better resolve these PDF uncertainties, we plot the
ratio of the differential cross section d2σ/dM/dy com-
pared to the central value in Fig. 9b. We observe that
the uncertainty due to the PDFs as measured by this
band is between ±3% and ±4% for central boson rapidi-
ties of −3 ≤ yW/Z ≤ +3. For larger rapidities, the PDF
uncertainties increase dramatically, but the cross section
vanishes.

For comparison, in Fig. 9c we display the (yellow) band
of CTEQ6.6 error PDFs together with the results using
other contemporary PDF sets. The (yellow) band shows
the span of the 44 CTEQ6.6 error PDFs of Fig. 9b, and
the solid lines show the rapidity distribution from the
selection of PDFs; all have been scaled to the central
value for the CETQ6.6 set.3 We observe that the choice
of PDF sets can result in differences ranging up to ±8%
for −2 ≤ yW/Z ≤ +2 and even up to ±10% for −3 ≤
|yW/Z | ≤ 3, which is well beyond the ±3% and ±4%

3 Here, we are more interested in the general span of these dif-
ferent PDFs rather than the specific sets and values. For
reference the specific curves are: MSTW2008 [20] (magenta),
NNPDF [69] (blue), ABKM09 [22] (gray), CT10 [70] (purple),
CTEQ6.5 [71] (black), CTEQ6.1 [18] (green), HERAPDF10 [72]
(orange), MRST2004 [73] (red).

range displayed in Fig. 9b; note the different scales used
in Fig. 9b and Fig. 9c. However, if we compute the PDF
uncertainty band using Eq. (5) as specified by Ref. [12]
we find an estimated uncertainty of ∼ 15% (depending on
the rapidity) which generally does encompass the range
of PDFs displayed in Fig. 9c.

While the band of error PDFs provides an efficient
method to quantify the uncertainty, the range spanned
by the different PDF sets illustrates there are other im-
portant factors which must be considered to encompass
the full range of possibilities.

D. Correlations of the W/Z rapidity distributions

The leptonic decay modes of the W/Z bosons provide a
powerful tool for precision measurements of electroweak
parameters such as the W boson mass. As the leptonic
decay of the W boson contains a neutrino (W → "ν),
this process must be modeled to account for the missing
neutrino. The W mass can then be measured by study-
ing the transverse momentum distribution of the decay
lepton " or the transverse mass of the "ν pair. Perform-
ing this measurement, the Drell-Yan Z boson production
process is used to calibrate the leptonic W process be-
cause the Z can decay into two visible leptons Z → "+"−.
This method works to the extent that the production pro-
cesses of the W and Z bosons are correlated.

One possible measure to gauge the correlation of the
PDF uncertainty is the ratio of the W and Z boson dif-
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I. INTRODUCTION

A. Motivation

Parton distribution functions (PDFs) provide the es-
sential link between the theoretically calculated partonic
cross-sections, and the experimentally measured physical
cross-sections involving hadrons and mesons. This link
is crucial if we are to make incisive tests of the standard
model, and search for subtle deviations which might sig-
nal new physics.

Recent measurements of charm production in neutrino
deeply-inelastic scattering (DIS), visible as di-muon final
states, provide important new information on the strange
quark distribution, s(x), of the nucleon [1–16]. We show
that despite these recent advances in both the precision
data and theoretical predictions, the relative uncertainty
on the heavier flavors remains large. We will focus on the
strange quark and show the impact of these uncertainties
on selected LHC processes.

The production of W/Z bosons is one of the “bench-
mark” processes used to calibrate our searches for the
Higgs boson and other “new physics” signals. We will
examine how the uncertainty of the strange quark PDF
influences these measurements, and assess how these un-
certainties might be reduced.

B. Outline

The outline of the presentation is as follows. In Sec-
tion 2, we examine the experimental signatures that con-
strain the strange quark parton distribution. In Section 3
we consider the impact of s-quark PDF uncertainties on
W/Z production at the LHC, and in Section 4 we sum-
marize our results. Additional details on PDF fits to di-
muon data at next-to-leading order are provided in the
Appendix.

II. CONSTRAINING THE PDF FLAVOR
COMPONENTS

A. Extracting the Strange Quark PDF

In previous global analyses, the predominant informa-
tion on the strange quark PDF s(x) came from the dif-
ference of (large) inclusive cross sections for neutral and
charged current DIS. For example, at leading-order (LO)
in the parton model one finds that the difference be-
tween the Neutral Current (NC) and Charged Current
(CC) DIS F2 structure function is proportional to the
strange PDF. Specifically if we neglect the charm PDF
and isospin-violating terms, we have [17]

∆F2 =
5

18
FCC
2 − FNC

2 ∼
x

6
[s(x) + s̄(x)] . (1)
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Figure 1: Relative uncertainty of the strange quark PDF
as a function of x for Q = 2 GeV. The inner band is
for the CTEQ6.1 PDF set, and the outer band is for
the CTEQ6.6 PDF set. The band is computed as the
envelope of si(x)/s0(x) where s0(x) is the central PDF
for each set; for CTEQ6.1, i = [1, 40], and for CTEQ6.6,

i = [1, 44].

Because the strange distributions are small compared to
the large up and down PDFs, the s(x) extracted from
this measurement has large uncertainties. Lacking better
information, it was commonly assumed the distribution
was of the form

s(x) = s̄(x) ∼ κ[ū(x) + d̄(x)]/2 (2)

with κ ∼ 1/2.
This approach was used, for example, in the CTEQ6.1

PDFs [18]. In Figure 1 we show the relative uncertainty
band of the strange quark PDF for the 40 CTEQ6.1 PDF
error sets relative to the central value. We observe that
over much of the x-range the relative uncertainty on the
strange PDF is <

∼ 5%. The relation of Eq. (2) tells us that
this uncertainty band in fact reflects the uncertainty on
the up and down sea which is well constrained by DIS
measurements; this does not reflect the true uncertainty
of s(x).

Beginning with CTEQ6.6 PDFs [19] the neutrino–
nucleon dimuon data was included in the global fits to
more directly constrain the strange quark; thus, Eq. (2)
was not used, and two additional fitting parameters were
introduced to allow the strange quark to vary indepen-
dently of the up and down sea. We also display the rela-
tive uncertainty band for the CTEQ6.6 PDF set in Fig. 1.
We now observe that the relative error on the strange
quark is much larger than for the CTEQ6.1 set, partic-
ularly for x < 0.01 where the neutrino–nucleon dimuon
data do not provide any constraints. We expect this is a
more accurate representation of the true uncertainty.

This general behavior is also exhibited in other global
PDF sets with errors [20–23]. For example, the NNPDF
collaboration uses a parameterization-free method for ex-
tracting the PDFs; they observe a large increase in the
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Figure 2: We plot χ2/χ2
0 for the dimuon and the

“Inclusive-I” data sets evaluated as a function of the
strange asymmetry [S−]×104. The fits are denoted with

for the dimuons and for “Inclusive-I”. Quadratic ap-
proximations to the fits are displayed by the solid (red)
line for the dimuons and the dashed (green) line for

“Inclusive-I”.

form assumed for the CTEQ6 set. In particular, they
obtain a strange quark distribution that is suppressed in
the region x ! 0.1 but then grows quickly for x < 0.1
and exceeds the CTEQ6L value in the small x region by
more than a factor of two.

To gauge the compatibility of this result with the dis-
played PDFs, we can replace the initial s(x) distribution
with the form preferred by HERMES, and then evalu-
ate the shift of the χ2 with this additional constraint. A
preliminary investigation with this procedure indicates
that the HERMES s(x) distribution could strongly influ-
ence two data sets of the global fits. The first set is the
neutrino-nucleon dimuon data which controls s(x) in the
intermediate x region. The second set is the HERA mea-
surement of F2 in the small x region where the statistical
errors are particularly small.

In Fig. 3 we also show xS(x) from CTEQ6.6; while
the HERMES data are below the CTEQ6.6 result in the
x ∼ 0.1 region, they agree quite well at both the higher
and lower x values.

While these comparisons are sufficient to gauge the
general influence of the Hermes result, a complete anal-
ysis that includes the Hermes data dynamically in the
global fit is required to draw quantitative conclusions.
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Figure 3: The strange parton distribution xS(x) =
x[s(x) + s̄(x)] from the measured Hermes multiplicity
for charged kaons evolved to Q2 = 2.5GeV2. The
solid green curve is a Hermes 3-parameter fit: S(x) =
x−0.924e−x/0.0404(1−x), the dashed blue curve is the sum
of light anti-quarks x(ū+d̄) from CTEQ6L, the blue solid
curve is xS(x) from CTEQ6L, and the red solid curve is
the xS(x) from CTEQ6.6. Hermes data points and fit

are from Ref. [28].

D. CHORUS

The CHORUS experiment [29–31] measured the neu-
trino structure functions F2, xF3, R in collisions of sign
selected neutrinos and anti-neutrinos with a lead target
(lead–scintillator CHORUS calorimeter) in the CERN
SPS neutrino beamline. They collected over 3M νµ and
1M ν̄µ charged current events in the kinematic range
0.01 < x < 0.7, 0.05 < y < 0.95, 10 < Eν < 100.

This data was analyzed in the context of a global fit
in Ref. [32] which was based on the CTEQ6.1 PDFs.
This analysis made use of the correlated systematic errors
and found that the CHORUS data is generally compati-
ble with the other data sets, including the NuTeV data.
Thus, the CHORUS data is consistent with the strange
distribution extracted in CTEQ6.1.

E. NOMAD

The NOMAD experiment measured neutrino-induced
charm dimuon production to directly probe the s-quark
PDF [33–35]. Protons from the CERN SPS synchrotron
(450 GeV) struck a beryllium target to produce a neu-
trino beam with a mean energy of 27 GeV. NOMAD used
an iron-scintillator hadronic calorimeter to collect a very
high statistics (15K) neutrino-induced charm dimuon
sample [34].

Using kinematic cuts of Eµ1, Eµ2 > 4.5GeV, 15 <
Eν < 300GeV, and Q2 > 1 GeV2 NOMAD performed
a leading-order QCD analysis of 2714 neutrino- and 115
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(a) d2σ/dM/dy in pb/GeV for pp → W− +X (left), pp → W+ +X (middle) and pp → Z, γ∗ +X (right) production at the LHC
for 7 TeV with CTEQ6.6 using the VRAP program [68] at NNLO (for M = mW and M = mZ respectively).
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(b) d2σ/dM/dy in pb/GeV for pp → W−+X (left), pp → W+ +X (middle) and pp → Z, γ∗ +X (right) production at the LHC
for 14 TeV with CTEQ6.6 using the VRAP program [68] at NNLO (for M = mW and M = mZ respectively).

Figure 8: Contribution of the strange quark to W±/Z production at the LHC.

LHC, we will use the different PDF sets within CTEQ6.6
as well as compare the sets of different PDF groups.

In Figure 9a, we display the differential cross section
d2σ/dM/dy for W±/Z boson production at the LHC at√
S = 7 TeV using the 44 error PDF sets of CTEQ6.6.

To better resolve these PDF uncertainties, we plot the
ratio of the differential cross section d2σ/dM/dy com-
pared to the central value in Fig. 9b. We observe that
the uncertainty due to the PDFs as measured by this
band is between ±3% and ±4% for central boson rapidi-
ties of −3 ≤ yW/Z ≤ +3. For larger rapidities, the PDF
uncertainties increase dramatically, but the cross section
vanishes.

For comparison, in Fig. 9c we display the (yellow) band
of CTEQ6.6 error PDFs together with the results using
other contemporary PDF sets. The (yellow) band shows
the span of the 44 CTEQ6.6 error PDFs of Fig. 9b, and
the solid lines show the rapidity distribution from the
selection of PDFs; all have been scaled to the central
value for the CETQ6.6 set.3 We observe that the choice
of PDF sets can result in differences ranging up to ±8%
for −2 ≤ yW/Z ≤ +2 and even up to ±10% for −3 ≤
|yW/Z | ≤ 3, which is well beyond the ±3% and ±4%

3 Here, we are more interested in the general span of these dif-
ferent PDFs rather than the specific sets and values. For
reference the specific curves are: MSTW2008 [20] (magenta),
NNPDF [69] (blue), ABKM09 [22] (gray), CT10 [70] (purple),
CTEQ6.5 [71] (black), CTEQ6.1 [18] (green), HERAPDF10 [72]
(orange), MRST2004 [73] (red).

range displayed in Fig. 9b; note the different scales used
in Fig. 9b and Fig. 9c. However, if we compute the PDF
uncertainty band using Eq. (5) as specified by Ref. [12]
we find an estimated uncertainty of ∼ 15% (depending on
the rapidity) which generally does encompass the range
of PDFs displayed in Fig. 9c.

While the band of error PDFs provides an efficient
method to quantify the uncertainty, the range spanned
by the different PDF sets illustrates there are other im-
portant factors which must be considered to encompass
the full range of possibilities.

D. Correlations of the W/Z rapidity distributions

The leptonic decay modes of the W/Z bosons provide a
powerful tool for precision measurements of electroweak
parameters such as the W boson mass. As the leptonic
decay of the W boson contains a neutrino (W → "ν),
this process must be modeled to account for the missing
neutrino. The W mass can then be measured by study-
ing the transverse momentum distribution of the decay
lepton " or the transverse mass of the "ν pair. Perform-
ing this measurement, the Drell-Yan Z boson production
process is used to calibrate the leptonic W process be-
cause the Z can decay into two visible leptons Z → "+"−.
This method works to the extent that the production pro-
cesses of the W and Z bosons are correlated.

One possible measure to gauge the correlation of the
PDF uncertainty is the ratio of the W and Z boson dif-
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(a) d2σ/dM/dy in pb/GeV for pp → W− +X (left), pp → W++X (middle) and pp → Z, γ∗ +X (right) production at the LHC
for 7 TeV with CTEQ6.6 using the VRAP program [68] at NNLO.
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(b) d2σ/dM/dy for on-shell {W−,W+, Z} production at the LHC for
√
S = 7 TeV with CTEQ6.6 using the VRAP program at

NNLO, scaled by the central value.
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(c) d2σ/dM/dy for {W−,W+, Z} production at the LHC for
√
S = 7 TeV with a selection of PDFs using the VRAP program at

NNLO. The (yellow) band is for the CTEQ6.6 set [19], and the other curves are for the central values of different PDF sets (see
text). All plots are scaled by the central value for the CETQ6.6 set. Note the scale of this figure is larger than for Fig. 9b.

Figure 9: PDF uncertainty bands for on-shell W−(left plots) , W+(middle plots) and Z(right plots) production at
the LHC for

√
S = 7 TeV.

ferential cross section. We compute d2σ/dM/dy for W±

compared to Z, and divide by the central PDF results to
see the uncertainty band on a relative scale. Schemati-
cally we define:

R± =

[

dσ(W±)

dσ(Z)

]

/

[

dσ(W±)

dσ(Z)

]

0

(6)

where the “0” subscript denotes the “central” PDF set.
The resulting distributions are displayed in Fig. 10a for
W− production and in Fig. 10b for W+ production. The
left plot in each figure shows the distributions for the
CTEQ6.5 PDF set, and the right plots the distributions
for CTEQ6.6. We observe that the uncertainty band is
generally ±1% for central rapidities of −2 ≤ yW/Z < +2;
this is smaller than in the previous case, where the ab-
solute uncertainty was investigated. For larger rapid-

ity (
∣

∣yW/Z

∣

∣ > 2) the uncertainty band exceeds the ±1%
range of the plot.

In Fig. 10c, we plot the sum of the differential W+

and W− cross sections with respect to the differential Z
boson cross section, again normalized to the distribution
of the central PDF set. We define:

R =

[

dσ(W+ +W−)

dσ(Z)

]

/

[

dσ(W+ +W−)

dσ(Z)

]

0

(7)

for both the CTEQ6.5 and CTEQ6.6 PDFs.
The contrast in Fig. 10c is striking. For the CTEQ6.5

PDFs, we observe that W± and Z processes are strongly
correlated, while for the CTEQ6.6 the spread of the PDF
band is substantially larger. For example, the double
ratio for CTEQ6.5 has a spread of approximately ±0.2%

strange PDF uncertainty dominant 
uncertainty to W cross-section

✦Very Important for W&Z benchmark LHC processes

bands CTEQ6.6 Hermes data for s
S.Berge I.Schienbein F. Olness K.Kovarik T.Jezo A.Kusina J.Yu TS K.Park 
arXiv:1203.1290
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contribution to the charm 
pdf, just like s, d, u



Intrinsic Charm

c(x, µ) �= 0 at µ = mc

This idea incorporated in 
global fit -> IC PDFs

Introduction Theory Overview pp Collisions Conclusions

charm PDF
• Presently assumed charm PDF radiatively generated , i.e. need only

knowledge of gluon PDF

• Some data (EMC charm structure function at large x suggest) IC

component in nucleus - checked by global analysis by CTEQ6.5, CTEQ6.6

• Non perturbative models for IC component to nucleus:
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(CTEQ6.5C2, CTEQ6.5C3) - light-cone models - IC at high x

• Sea-like model (CTEQ6.6C2, CTEQ6.6C3) - c(x ,Q) ∼ ū(x ,Q) + d̄(x ,Q)

Possible intrinsic 
contribution to the charm 
pdf, just like s, d, u
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Possible intrinsic 
contribution to the charm 
pdf, just like s, d, u

Processes sensitive to IC
pp → γ +Qpp → D +X

Direct Photon and Heavy Quarks

how are they produced?

Leading Order - O(ααs) - Only one hard-scattering subprocess

Compton Subprocess g + Q → Q + γ

Next-to-Leading Order - O(αα2
s )

Real Corrections - 2 → 3 body scattering subprocesses

g + g → Q + Q̄ + γ Q + Q → Q + Q + γ
g + Q → g + Q + γ Q + Q̄ → Q + Q̄ + γ
Q + q → q + Q + γ q + q̄ → Q + Q̄ + γ
Q + q̄ → Q + q̄ + γ

Virtual Corrections -interference between LO Born diagram and

virtual diagrams

T. Stavreva γ + Q in p − p, p − A & A − A Collisions
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D Meson Production
INTRINSIC CHARM: TEVATRON AND RHIC
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PRD79, 2009

H. Spiesberger (Mainz) DIS, 27. 3. 2012 29 / 37
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INTRINSIC CHARM: LHCB
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CTEQ6.6 updated:

BHPS, 3.5 % (c + c̄) at µ = 1.3 GeV high-strength sea-like charm

➜ large effects expected at large rapidities

H. Spiesberger (Mainz) DIS, 27. 3. 2012 30 / 37
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LHCb

LHCb measurements extremely sensitive to IC 

IC BHPS

IC Sea-like

pp → D +X



Photon + Q Production
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TEVATRON-D0
 Direct photon in association with charm / bottom quark jets @ D0

- comparison of NLO theory predictions with D0 measurements

- bottom quark agrees well but charm quark theory is off

- discrepancy in photon+charm description allows for testing models of intrinsic charm

photon + charm

[arXiv:0901.3791, arXiv:0901.0739]

Friday, May 11, 12
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RHIC-PHENIX
 Direct photon in association with charm / bottom quark jets @ RHIC

- smaller c.m.s energy @ RHIC probes higher x - very sensitive to intrinsic charm

pT min Rapidity Isolation

Photon 7 GeV |yγ|<0.35 R=0.5, pT = 0.7GeV

Heavy Jet 5 GeV |yQ|<0.8 ---
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Tevatron RHICLHC-CMS
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 Direct photon in association with charm / bottom quark jets @ CMS
- CMS cuts on photon & HQ transverse momentum, rapidity & isolation cuts 

pT min Rapidity Isolation

Photon 20 GeV |yγ|<1.4442 R=0.4, pT = 4.2GeV

1.56<|yγ|<2.5

Heavy Jet 18 GeV |yQ|<2.0 ---

[CMS notes: CMS PAS EGM-10-005, CMS PAS BPH-10-009]
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pT min Rapidity Isolation

Photon 20 GeV |yγ|<1.4442 R=0.4, pT = 4.2GeV

1.56<|yγ|<2.5

Heavy Jet 18 GeV |yQ|<2.0 ---

[CMS notes: CMS PAS EGM-10-005, CMS PAS BPH-10-009]
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J.Owens TS arXiv:0901.3791



nuclear PDFs

                                                                              

✦Needed in ion collisions and for global fits of proton PDFs

✦Can constrain them with various processes sensitive to g in 
pA collisions, end of 2012 at LHC

✦Cannot be obtained from free PDFs

✦
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 nuclear PDFs

Data

Different nPDF groups, different analysisDifferences in nPDFs

Data choices (previous slide)

Parametrization
Convolution Relation - DS’04:

f p/A
i

(xN ,Q
2

0 ) =
�

A

xN

dy

y
Wi (y ,A,Z)f

p

i
(xN/y ,Q

2

0 )

Wv (y ,A,Z) = A[avδ(1− �v − y) + (1− av )δ(1− �v� − y)]

+nv (y/A)
αv
(1− y/A)βv

+ ns(y/A)
αs
(1− y/A)βs

Multiplicative Factor - EPS’09, HKN’07:

f p/A
i

(xN ,Q
2

0 ) = Ri (xN ,Q0,A,Z)f
p

i
(xN ,Q

2

0 )

RHKN

i (x ,A,Z) = 1 + (1− 1

Aα )
ai+bi x+ci x

2
+di x

3

(1−x)
βi

(i = uv , dv , q̄, g)

REPS

i (x ,A,Z) =






a0 + (a1 + a2x)(e−x − e−xa) x ≤ xa

b0 + b1x + b2x2
+ b3x3 xa ≤ x ≤ xe

c0 + (c1 − c2x)(1− x)−β xe ≤ x ≤ 1

A-Dependant Functional Form - nCTEQ:

T. Stavreva nPDFs & HQ Structure Functions

Functional Form



gluon nPDF

gluon nPDF largely unconstrained

Hard Processes constraining g p/A
(x ,Q)

Inclusive jet data (like Tevatron for free gluon)

Inclusive hadron production

Heavy quark ; Quarkonium production

Isolated direct photons

Direct Photons + jet

Direct Photon + Heavy Quark Jet

T. Stavreva γ + Q in p − p, p − A & A − A Collisions
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Processes helpful for constraining g nPDF

F.Arleo F. Olness J.Owens I.Schienbein K.Kovarik J.Yu TS  arXiv:1012.1178



gluon nPDF
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The cross-section ratio follows the gluon ratio

γ + Q production in p − Pb collisions @ the LHC
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g & Q initiated subprocesses dominate ( > 80% ) ⇒ sensitivity to

gluon and HQ PDFs.

Using an integrated yearly luminosity of L = 10
−1pb−1

a precursory

number of events per year at EMCal for γ + c is N pPb
γ+c = 11900

(σpPb
γ+c = 119nb) and for γ + b is N pPb

γ+b = 2270 (σpPb
γ+b = 22.7nb )

T. Stavreva γ + Q in p − p, p − A & A − A Collisions

Constraining the gluon nPDF

RγQ
pA = σ(pA→γ Q X)

A σ(pp→γ Q X)
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Nuclear Modifications for gp/Pb(x, Q = x !
"
S  / 2 ~ pT)

RγQ
pA � RPb

g - in the x region probed at ALICE

Measurements of γ + Q with appropriate error bars will allow to
distinguish between the different nPDF sets and place useful
constraints on the gluon nPDF (arXiv:1012.1178)

T. Stavreva γ + Q in p − p, p − A & A − A Collisions

F.Arleo F. Olness J.Owens I.Schienbein K.Kovarik J.Yu TS  arXiv:1203.0282



Conclusions

✦ PDFs an indispensable part of hadronic cross-section calculations

✦ Universal -> obtained through global analysis

✦ Reduced PDF error -> controlled SM background for BSM searches

✦ Focus on strange quark PDF and Intrinsic Charm existence

✦ nPDFs -> need to have own global analysis

✦ gluon nPDF -> constrain through γ+Q in our case



neutrino DIS fits



νA data

dσνA/dxdy :

ID Observable Experiment # data

33 Pb CHORUS ν 607 (412)

34 Pb CHORUS ν̄ 607 (412)

35 Fe NuTeV ν 1423 (1170)

36 Fe NuTeV ν̄ 1195 (966)

37 Fe CCFR ν di-muon 44 (44)

38 Fe NuTeV ν di-muon 44 (44)

39 Fe CCFR ν̄ di-muon 44 (44)

40 Fe NuTeV ν̄ di-muon 42 (42)

Total: 4006 (3134)

T. Stavreva nPDFs & HQ Structure Functions



Fits to only νA data
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Left: Fit to only νFe data (arXiv:0710.4897)

Right: New fit to all νA data in A-dependent nPDF framework
(arXiv:0907.2357)

These fits describe R[F νA
2

] very well

T. Stavreva nPDFs & HQ Structure Functions



Are there inconsistencies between νA and l±A?
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The neutrino fit does not describe the DY and l±A data

Can a global fit combining the two data sets help?

DY, l±A (708 data points) with νA (3134 data points)

Use different weights to make up for data imbalance

T. Stavreva nPDFs & HQ Structure Functions



Summary - νA and l±A Incompatibility

No single compromise fit between charged lepton and neutrino data
[PRL106(2011)122301]

Different nuclear correction factors preferred

Implications for free and bound PDFs extraction

Further experimental measurements and theoretical study needed to
explain this behavior

T. Stavreva nPDFs & HQ Structure Functions

NEUTRINO DIS
 Analysis of fits with different weights of neutrino DIS (correlated errors)
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w l±A χ2 (/pt) νA χ2 (/pt) total χ2(/pt)
0 708 630 (0.89) - - 630 ± 58
1/7 708 645 (0.91) 3134 4681 (1.50) 5326 ± 203
1/2 708 680 (0.96) 3134 4375 (1.40) 5055 ± 192
1 708 736 (1.04) 3134 4246 (1.36) 4983 ± 190
∞ - - 3134 4167 (1.33) 4167 ± 176

P (χ2, N) =
(χ2)N/2−1e−χ2/2

2N/2Γ(N/2)
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